

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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  # CHAOSS Community and the Handbook

This repository contains the CHAOSS Community Handbook, you can also check it out on [the CHAOSS main website](https://chaoss.community/kbtopic/chaoss-community/)

## How to contribute to this repository

We follow the GitHub pull-request workflow. More details on how to contribute is in the [How to contribute](how-to-contribute/) section.

### Maintainers of this repository


	[Georg Link](https://github.com/GeorgLink)


	[Elizabeth Barron, CHAOSS Community Manager](https://github.com/ElizabethN)


	[Ruth Ikegah, Community Lead, CHAOSS Africa](https://github.com/Ruth-Ikegah)


	[Xiaoya Xia, Community Lead, CHAOSS Asia-Pacific](https://github.com/xiaoya-yaya)




### How to become a maintainer

Currently the maintainers are those who help manage the overall CHAOSS Community.



            

          

      

      

    

  

    
      
          
            
  _The usage and dissemination of health metrics may lead to privacy violations. Organizations may be exposed to risks. These risks may flow from compliance with the GDPR in the EU, with state law in the US, or with other laws. There may also be contractual risks flowing from terms of service for data providers such as GitHub and GitLab. The usage of metrics must be examined for risk and potential data ethics problems. Please see [CHAOSS Data Ethics document](https://github.com/chaoss/community/blob/main/data-use-statement.md) for additional guidance._



            

          

      

      

    

  

    
      
          
            
  # Data Use Awareness Recommendations: Privacy and Ethics

## Introduction
This document serves people who need specific details about privacy and ethics regarding the use of CHAOSS metrics. Whether in law or contracts, privacy and ethics are critically important concerns when determining open source community health and sustainability. The CHAOSS project cannot and does not offer legal advice. However, metrics for better determining open source community health and sustainability potentially have significant impacts on individual privacy and ethics concerns. As such, developers, managers, project maintainers, and executives need to educate themselves. This document serves as a directory of resources.

## Contributing to this Document
As this document evolves and grows, we invite you to contribute information on (1) privacy and ethics concerns associated with the use of open-source software metrics and (2) any jurisdictions you are familiar with that specify the use of online trace data.  If you would like to make these or other contributions, please open a pull request as specified in our CHAOSS project contributing.md file.

## Contributors to This Document
-  Lucas Gonze
-  Matt Germonprez
-  Elizabeth Barron
-  Sean Goggins
-  Sophia Vargas

## The CHAOSS Project
The CHAOSS project develops metrics, practices, and software for making open source project health more understandable. By building open source project health metrics, CHAOSS seeks to improve the transparency and actionability of practices and systems related to open source project health so that relevant stakeholders can make more informed decisions about open source project engagement.

## Privacy

### Privacy: Confidential Data and Metrics
As open source communities become critical to the digital infrastructure upon which much of our modern world runs, insights into how open source communities function has gained increased importance. In understanding community function, online trace data (e.g., digital traces of work found in open source projects in such systems as GitHub, GitLab, Slack, IRC) has become the go-to source of information. In addition, surveys are used to gather data that may be assumed by respondents to be private.

While easily accessible, maintaining the privacy of individual contributors is a key concern. While the CHAOSS project produces metrics and tools that can help make trace data and survey responses more visible, it remains the responsibility of users of those metrics and tools to consider their privacy implications when in use.

### Privacy: Things to Consider
CHAOSS metrics are written as summaries and aggregations of metrics, though a significant amount of publicly available open source software data contains individually identifying information. Care should be taken to preserve the privacy of individuals working on open source projects. Retaining individually identifiable data securely when it is used to build metrics is a foremost concern.


	If you are collecting or aggregating data from multiple sources, it may be appropriate to create and publish your own privacy policy.


	If you are collecting information directly (i.e., not through a platform with existing privacy policies) disclose your intentions, motivations and policies regarding retention, sharing, usage, access control and protection.


	Assume accountability over the data; this includes assurance of maintenance to promote accuracy, and compliance with existing policies and regulations




### Privacy: Sensitivity Levels and Proper Handling of Personal Identifiable Information (PII)
Our general recommendation is to establish data classification and sensitivity levels that are appropriate to your project, organization and context: these could be set by community conduct guides, company policies, or local regulations.

If you’re starting from scratch, consider reviewing NIST’s guide to protecting the confidentiality of PII which provides frameworks for grouping and ranking data types and sensitivity levels.

In addition to classification, data policies should also cover data collection, retention and maintenance practices. These again should be context driven as each community establishes their own governance model and standard practices. For example, the CHAOSS community has developed our own data policy to provide transparency to our extended community around our data handling practices and expectations.

### Privacy: Published Guidance

#### Australia
- Australian Privacy Principles Guidelines

#### EU
- Federal GDPR

#### EU - Germany
- Bundesdatenschutzgesetz

#### GitHub
- Privacy Statement
- Acceptable Use Policy

#### Linux Foundation
- Telemetry Data Policy

#### UN
- Article 17 of International Covenant on Civil and Political Rights, 1966
- Data Protection and Privacy Legislation Worldwide

#### United States - California
- OPPA 2003
- CCPA 2018

#### United States - Federal
- U.S. Code § 552a
- (NIST) Guide to Protecting the Confidentiality of Personally Identifiable Information (PII)
- (NIST) What is Personally Identifiable Information (PII)?

## Ethics

### Ethics: Confidential Data and Metrics
As open source participation becomes a more diverse, equitable, and inclusive environment, it is important to remember that our community members are people. We must remember to treat each other with the dignity and respect that we would expect from others, raising the importance of ethical concerns associated with collecting online trace data.

Data ethics is focused on ‘doing the right things’ with respect to data collection, control and use. While an organization or individual may properly follow privacy guidance with respect to how data is collected and stored, it does not necessarily mean that the use of that data was ethically appropriate. CHAOSS metrics can certainly be used in ways that properly attend to PII policies and regulations but do not consider negative social impacts that may result from that use.

### Ethics: Things to Consider
CHAOSS metrics should be used with considerations of the ethical use of the associated metrics data. Such considerations include attention to (1) deanonymizing individuals, (2) proper handling and storage of data, and (3) use of metrics as weapons or to exert undue influence.

If you are collecting data, consider where you are at different stages of CHAOSS metrics. For example, consider how you (1) choose questions for surveys, (2) find appropriate data sources, (3) adhere to licensing requirements from original data sources, and (3) clearly stating the outcome of the data collection/metrics efforts.

With respect to data, considerations include published attention to (1) data collection processes, (2) data control, handling, and storage policies, (3) data reporting in ways that protect individual identities, and (4) data sharing policies.
It is also important to provide a process by which people can opt-out of data collection processes, including how to contact data owners to express desired changes in collected data pieces and policies.

### Ethics: Statement of Ethics
A community should provide an ethics statement reflecting respect for individual privacy, dignity, and agency. The value statement should make clear the aims in gathering data is to understand the health and sustainability of open source projects, and not to measure individual developer productivity (companies will do this on their own, but it’s not why we build metrics). A statement of ethics should also include  the following:
- A statement about securing personally identifiable data in any implementation of  software tools.
- A statement that acknowledges that individual companies gathering data for project health and sustainability are responsible for use of that data for metrics and measurements that focus on individual developers.
- A statement about compliance with local government policies, laws, and guidelines.
- A statement recognizing that open source communities are communities of people and that gaming or weaponizing metrics can do harm to people.

### Ethics: Published Guidance


	[Digital Privacy and Ethics: Privacy Intelligence as a Cornerstone](https://bigid.com/blog/digital-privacy-and-ethics/)


	[Ethics in Privacy and Security](https://www.onetrust.com/blog/ethics-in-privacy-and-security/)


	[Improving Digital Privacy and Security in Software](https://www.trilateralresearch.com/improving-digital-privacy-and-security-in-software/)






            

          

      

      

    

  

    
      
          
            
  # CHAOSS DEI Event Badging

## About

DEI Badging program aims to increase understanding of the open-source project and event practices that encourage greater diversity and wider inclusion of people from different backgrounds. It uses an open peer-review system to encourage projects and events to obtain badges and improve their processes and documentation to be more inclusive using the feedback they gain from the reviewers.

## Goal

The goal of the Diversity, Equity & Inclusion Badging Program is to encourage projects and events to obtain D&I badges for reasons of leadership, self-reflection, and self-improvement on issues critical to building the Internet as a social good.

### Event Badging

The Event Badging section of CHAOSS Badging is about measuring the inclusivity of different technical events through human reviews.

In order to submit an application for a project, review the following documents:


	[Applicant role](https://github.com/badging/diversity-and-inclusion/blob/master/roles/applicant.md) - This document describes the GitHub permissions and the responsibilities of a CHAOSS Badging Applicant.


	[Event submission requirements](https://github.com/badging/event-diversity-and-inclusion/blob/main/info-for-applicants/requirements.md) - Describes the minimum requirements for an Event to be eligible for participation in the CHAOSS Badging process.


	[Event submission guidelines](https://github.com/badging/event-diversity-and-inclusion/blob/main/info-for-applicants/guidelines.md) - Guidelines and steps on how an Event can acquire a badge under the CHAOSS Badging program.




### Badge Levels

CHAOSS Badges are assigned according to how the Reviewers mark out the [review checklist](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/checklist.md) according to the information initially filled in by the Applicant.

The badge percentages are calculated from the average of checklists of at least two reviewers. This percentage excludes the initial checks.


Level | Badge | Percentage of Requirements Met |

:— | :— | :— |

Pending | [![Pending](https://camo.githubusercontent.com/0c1bc980be62cda14b80f1545e5f1501a2c76e58/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50656e64696e672d7265643f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/0c1bc980be62cda14b80f1545e5f1501a2c76e58/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50656e64696e672d7265643f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Less than 40% |

Passing | [![Passing](https://camo.githubusercontent.com/038a8f888ac3ff52e6be97529274d42705d0d075/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50617373696e672d70617373696e673f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/038a8f888ac3ff52e6be97529274d42705d0d075/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50617373696e672d70617373696e673f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Greater than or equal to 40% and less than 60% |

Silver | [![Silver](https://camo.githubusercontent.com/c6ed702d152e8fde88c883e47b2a414387fd3fd4/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d53696c7665722d73696c7665723f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/c6ed702d152e8fde88c883e47b2a414387fd3fd4/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d53696c7665722d73696c7665723f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Greater than or equal to 60% and less than 80% |

Gold | [![Gold](https://camo.githubusercontent.com/c8e1ce124b1cc882ca6b5c325335236517c2d921/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d476f6c642d79656c6c6f773f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/c8e1ce124b1cc882ca6b5c325335236517c2d921/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d476f6c642d79656c6c6f773f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Greater than 80% |



### Metrics For Event Badging

The metrics used in the Badging submission process are defined by [CHAOSS DEI Working Group](https://github.com/chaoss/wg-diversity-inclusion/).

These are the five metrics that belong to Event Diversity:

Name | Question
— | —
[Event Accessibility](event-accessibility.md) | To what extent does your event accommodate those with various accessibility needs?
[Event Demographics](event-demographics.md) | To what extent does an event consider and pay attention to attendee, speaker, and volunteer demographics?
[Event Location Inclusivity](event-location-inclusivity.md) | Is the event located in a region where governments, cultural contexts, or society may cause harm to the physical safety and/or psychological safety of event attendees?
[Diversity Access Tickets](diversity-access-tickets.md) | How are Diversity Access Tickets used to support diversity and inclusion for an event?
[Code of Conduct at Event](code-of-conduct-at-event.md) | How does the Code of Conduct for events support diversity and inclusion?
[Family Friendliness](family-friendliness.md) | How does enabling families to attend together support diversity and inclusion of the event?
[Inclusive Experience at Event](inclusive-experience-at-event.md) | To what extent does an event organizing team commit to an inclusive experience at an event?
[Public Health and Safety](public-health-and-safety.md) | To what extent does your event address public health through policies around masks, vaccines, COVID testing, and in infrastructure such as ventilation and air purification in indoor venues?
[Time Inclusion for Virtual Events](time-inclusion-for-virtual-events.md) | How can organizers of virtual events be mindful of attendees and speakers in other time zones?

Maintainers


	[Matt Snell](https://github.com/nebrethar)


	[Saleh Abdel Motaal](https://github.com/smotaal)


	[Ruth Ikegah](https://github.com/Ruth-ikegah)


	[Anita Ihuman](https://github.com/Anita-ihuman)




Core Contributors


	[Xiaoya Xia](https://github.com/xiaoya-Esther)


	[Ore-Aruwaji Oloruntola](https://github.com/thecraftman)


	[Aastha Bist](https://github.com/bistaastha)






            

          

      

      

    

  

    
      
          
            
  # CHAOSS AFRICA

## About

This chapter empowers Africans to become integrated into the CHAOSS project, contribute in meaningful ways to them and the CHAOSS project, and help build a solid CHAOSS global community. CHAOSS Africa is focused on discovering unique challenges Africans face when contributing to open source communities.

## How to Participate?

Synchrounous communication: Join our bi-weekly meetings on Thursdays at 3PM WAT, check out the [Participate page](https://chaoss.community/participate/) and add it to your calendar.

Asynchronous communication: Join #chaoss-africa channel on the global slack community to catch up on the conversation

## Who to Contact?

If you have any questions, suggestions or ideas, they are always welcome. Contact Ruth Ikegah, the Community Lead on Slack or through email: ruth@chaoss.community

# CHAOSS ASIA

## About

This chapter empowers community folks from the Asia Pacific region to become integrated into the CHAOSS project, contribute in meaningful ways to them and the CHAOSS project, and help build a solid CHAOSS global community. CHAOSS Asia aims to eliminate the barrier caused by languages, timezones, and communication channels faced by Asian community members, by providing a variety of localized participation channels to be part of the CHAOSS community.

## Participation Channels


	Join our Asia-Pacific meetings on second Monday of the month at 3PM UTC+8, check out the [Participate page](https://chaoss.community/participate/) and add it to your calendar.




For folks who speak Chinese or being in China, there is a set of localized channels for you to check out:
- Join #中国社区 channel on the global slack community
- We had a [Bilibili space](https://space.bilibili.com/1292724697?spm_id_from=333.33.b_73656375726974794f75744c696e6b.1) to host workshops and meeting recordings
- Follow the WeChat official account CHAOSS Community to receive local meetups news
- We had also released several [local episodes](https://www.xiaoyuzhoufm.com/podcast/6239354dc39130b3d9e01e44) of CHAOSScast

## Whom to Contact?
If you have any questions, suggestions or ideas, they are always welcome. Contact [Xiaoya Xia](https://github.com/xiaoya-yaya), the Community Lead on Slack or through email: xiaoyaxiaesther@gmail.com



            

          

      

      

    

  

    
      
          
            
  # Software Projects

CHAOSS has two software projects that implement CHAOSS metrics and models


	[GrimoireLab](https://github.com/chaoss/grimoirelab): This working group connects the GrimoireLab software development with metrics work in other CHAOSS working groups.


	[Augur](https://github.com/chaoss/augur): This working group connects the Augur software development with metrics work in other CHAOSS working groups.






            

          

      

      

    

  

    
      
          
            
  # CHAOSS Working Groups

Currently CHAOSS has following working groups


	[Common Metric](https://github.com/chaoss/wg-common): This working group focuses on defining the metrics that are used by both working groups or are important for community health, but that does not cleanly fit into one of the other existing working groups.


	[Diversity, Equity & Inclusion](https://github.com/chaoss/wg-diversity-inclusion): This working group aims to bring together experiences measuring diversity, equity and inclusion in open source projects.


	[Evolution](https://github.com/chaoss/wg-evolution): This working group focusses on refining the metrics that inform evolution and to work with open source software implementations.


	[Risk](https://github.com/chaoss/wg-risk): The working group focuses on compliance and risk metrics in Open Source Software.


	[OSPO](https://github.com/chaoss/wg-ospo): The OSPO Metrics working group aims to advance how organizations understand the value that open source projects can provide as well as the value of these programs / initiatives.


	[Metrics-Models](https://github.com/chaoss/wg-metrics-models): This working group develops models that include the integration of multiple CHAOSS metrics in a way that people would consume them in practice.


	[Application Ecosystem](https://github.com/chaoss/wg-app-ecosystem): This working group applies CHAOSS metrics in the context of an open-source app ecosystem. The mission of this working group is to build a base set of metrics that is focused on the needs of open source communities that are part of the FOSS app ecosystem.






            

          

      

      

    

  

    
      
          
            
  # CHAOSS Working Groups

## What is the Working Group?

📔 Dictionary says, “_Working Group is a group of experts working together to achieve specified goals_” and this is what CHAOSS Working Groups signifies - The groups that are primarily organized around metrics and software.

## Types of CHAOSS Working Groups

In order to learn more about these groups, you should refer to their GitHub repositories.

### Working Groups around **Metric**📖


	[Common Metric](https://github.com/chaoss/wg-common): This working group focuses on defining the metrics that are used by both working groups or are important for community health, but that does not cleanly fit into one of the other existing working groups.


	[Diversity, Equity & Inclusion](https://github.com/chaoss/wg-diversity-inclusion): This working group aims to bring together experiences measuring diversity, equity and inclusion in open source projects.


	[Evolution](https://github.com/chaoss/wg-evolution): This working group focusses on refining the metrics that inform evolution and to work with open source software implementations.


	[Risk](https://github.com/chaoss/wg-risk): The working group focuses on compliance and risk metrics in Open Source Software.


	[OSPO](https://github.com/chaoss/wg-ospo): The OSPO Metrics working group aims to advance how organizations understand the value that open source projects can provide as well as the value of these programs / initiatives.


	[Metrics-Models](https://github.com/chaoss/wg-metrics-models): This working group develops models that include the integration of multiple CHAOSS metrics in a way that people would consume them in practice.


	[Application Ecosystem](https://github.com/chaoss/wg-app-ecosystem): This working group applies CHAOSS metrics in the context of an open-source app ecosystem. The mission of this working group is to build a base set of metrics that is focused on the needs of open source communities that are part of the FOSS app ecosystem.




### Working Groups around **Software**🖥


	[GrimoireLab](https://github.com/chaoss/grimoirelab): This working group connects the GrimoireLab software development with metrics work in other CHAOSS working groups.


	[Augur](https://github.com/chaoss/augur): This working group connects the Augur software development with metrics work in other CHAOSS working groups.


	[Cregit](https://github.com/cregit/cregit): This working group connects the Cregit software development with metrics work in other CHAOSS working groups.




### Who all can participate?

The CHAOSS community is dedicated to fostering an open and welcoming environment for all contributors.

#### Criteria for participating as a normal contributor

The CHAOSS community welcomes and encourages participation from anyone. We believe that our culture is focused on diversity and inclusion which is the key driver of our creativity, innovation, and invention.

We welcome contributions from everyone as long as they interact constructively with our community by participating in working groups meeting calls and providing feedback, and suggestions on metrics and software.

Check out our [participation page](https://chaoss.community/participate/) for participating within the different working groups. _Don’t forget to experience it!_ 😉

#### Checklist to become a core contributor within any Working Group:


	[ ] participating at least once per month over a period of 3 months


	[ ] providing feedback in the weekly working group meetings


	[ ] providing feedback on docs of metrics


	[ ] making any other contributions on GitHub (commits issues)




NOTE: People not participating over a 3 month period may be removed as core contributors.

### How to define any new focus area of metrics inside any working group?

Here are the steps to define any new **Focus Area**🎯of metric inside any working group:


	Understand the background of each working group - Understand the background of each of “[Common Metric](https://github.com/chaoss/wg-common#background)”, “[Diversity & Inclusion](https://github.com/chaoss/wg-diversity-inclusion#background)”, “[Evolution](https://github.com/chaoss/wg-evolution#introduction)”, “[OSPO](https://github.com/chaoss/wg-ospo)”, “[Risk](https://github.com/chaoss/wg-risk#background)”, “[Metrics-Models](https://github.com/chaoss/wg-metrics-models)”, and “[Application Ecosystem](https://github.com/chaoss/wg-app-ecosystem)” thoroughly.


	Ask yourself - _Under what category my focus area lies?_  Try to relate your focus area with already existing focus areas. If you are able to relate it with the existing focus area and background that means its all set. 👍


	But if you are unable to relate, open up the issue within the relevant repository of the working group and explain the focus area along with its goal


	Once you submit, it will be reviewed by maintainers and will be discussed in the respective working group meeting call.




### What is the workflow and culture inside the working groups?

Most of the work within the working group is done in the following ways:


	Issues for keeping track of metrics we are working on with the links to google docs


	We use general google docs for collaborating and discussing on a specific metrics


	We use markdown files in the working group for a more permanent place for metric


	We continue the discussion in the pull request until we decide to merge it


	We have a review period for all new and changed metrics ([see release process](../../about/values.md))


	Working groups work through calls and asynchronously through documents to move towards the decision




### What criteria do the Working groups follow for refining or accepting any metric under the relevant group?

We love hearing about new metrics that provide insights into the relevant working group. For refining any new metric working groups follow this:


	Metrics should be defined sufficiently and appropriately


	Metrics should follow the template which can be found at [metrics-template.md](https://github.com/chaoss/metrics/blob/main/resources/metrics-template.md) file on Github






            

          

      

      

    

  

    
      
          
            
  # Metrics Approval Process

## 👥 CHAOSS Metrics Committee

The CHAOSS Metrics Committee defines implementation-agnostic metrics for assessing open source communities’ health and sustainability. The CHAOSS Metrics Committee’s goals are to establish implementation-agnostic metrics for measuring community activity, contributions, and health; and optionally produce standardized metric exchange formats, detailed use cases, models, or recommendations to analyze specific issues in the industry/OSS world.

### All the metrics are released within the “[Release History](https://chaoss.community/release-history/)” page on the CHAOSS website

## ✍ Process of getting metric approved to be visible on the website


	We already have many metrics listed under various working groups but you can also propose your own metric if you don’t find listed in the existing metrics. [Here is the list of all the existing metrics within CHAOSS](https://chaoss.community/metrics/)


	There are different working groups that foster around their focus areas. So once you have a valid plan for your metric, we find a working group that is best aligned and has an interest in the metric.


	We add the metric to our [Metrics Tracking Sheet](https://docs.google.com/spreadsheets/d/1tAGzUiZ9jdORKCnoDQJkOU8tQsZDCZVjcWqXYOSAFmE/edit#gid=0)


	Someone writes a draft for the metric using our [Template for Metric](https://github.com/chaoss/community/blob/main/community-resources/templates/metric-template.md) using google docs. The person proposing the metric could do this.


	The working group discusses the metric and makes the required changes.


	A markdown version of the metric is added to the working group repository.


	The metric is ready for the [Continuous Metric Contribution and Regular Release](https://github.com/chaoss/community/blob/main/how-work-is-done/chaoss-working-groups/metrics-releases.md).




## When should a previously released metric be returned to community review?


	Whenever there is a language or terminology change that would affect other metric references.


	Changing the name of a metric (in any way)


	Any changes that go beyond grammar or spelling fixes in the sections:
* Question
* Definition
* Objectives
* Implementation


	Does not require review:
* Grammar or spelling fixes (not including metric name)
* Updates to sections References and Contributors




## 🧐 Some Metric Useful Resources


	[Metrics Definitions](https://chaoss.community/metrics/)


	[Metric Release History](https://chaoss.community/release-history/)


	[Metric Repository](https://github.com/chaoss/metrics)


	[Metric Template](https://github.com/chaoss/community/blob/main/community-resources/templates/metric-template.md)


	[Metrics Tracking Sheet](https://docs.google.com/spreadsheets/d/1tAGzUiZ9jdORKCnoDQJkOU8tQsZDCZVjcWqXYOSAFmE/edit#gid=0)


	[Continuous Metric Contribution and Regular Release](https://github.com/chaoss/community/blob/main/how-work-is-done/chaoss-working-groups/metrics-releases.md)






            

          

      

      

    

  

    
      
          
            
  # Metrics FAQ

## When are CHAOSS Metrics Released in English?


	Metrics are continuously released (this includes edits to existing metrics) in English. During that time period, any metric may be edited (they are not static).


	The English version of the metrics is officially released in April and October (approximately 6 months apart). The official release is preceded by a 30 day review period. When the metrics release candidates go into the 30 day review period, they are frozen and no edits are made. Following the review period, they may be edited prior to release to address comments from the review. The released metrics are a snapshot in time.


	Following the official metrics release, all metrics can be edited for the next release as part of the continuous release process. Changes to the metrics are kept track of in working group release notes issues and the individual metrics release candidate issues.




## How should the English metrics release team signal a metric needs to be translated?


	The working groups need to make sure that the Metric Release Notes issue in the working groups’ repository is continuously updated with the latest changes in metrics. This will give an overview of all the changes that are occurring during a release cycle.


	Working groups need to create an issue for each metric that has been created or edited - labeled as Metrics Candidate Release. This can signal that a metric needs to be translated.


	Working groups or the release team need to create a corresponding issue in the translation repo that links to the individual Metrics Release Candidate issue. This issue is not targeted towards a specific language community but can be used by the individual language communities to coordinate work. The issue should be labeled with all applicable language tags.


	The release manager will add the under review label to the English Metrics Release Candidates on the CHAOSS website. This also signals that a metric needs to be translated.




## How do the translation teams know what metrics need to be translated?


	The first place the translation team should look is in the translation repository issues (all metrics that have been edited should have an issue created by the working group that created or edited a metric). Metrics that need attention should have a language label attached.


	Additionally, the translations team could refer to the working groups’ Metric Release Notes issue. Example: - [https://github.com/chaoss/wg-common/issues/106](https://github.com/chaoss/wg-common/issues/106)) and the Metrics Candidate Release labels in the working group repositories for guidance on which metrics may need to be translated during a release cycle.


	The translations team could also look for the metrics with the label ‘under review’ on the website, which indicates that the metric was added/updated after the previous release.


	Note: The metrics are prone to changes during the continuous release process and following the review period.




## What is the lifecycle of the translation release process in comparison to English release?


	The release for translated metrics should happen within 2 weeks of the English metrics release. A simultaneous release is ideal.


	All metrics undergo a 30-day community review period before the official release. This period should be utilized by the translations team to translate the metrics and share them for review.


	The translated metrics should be released only when the translation team signals that the metrics are ready.


	The review period for the translated metrics should follow the same timeline as the English review period.




## How do the translation teams signal that the translations are ready for release?


	Translation teams should remove the language tag from the translation repository issue when translation work has been completed for that language.


	The YAML file used as the primary input for MARS can be used to signal that the translations are ready. The translations team can update the YAML file with new metrics signaling that metrics are ready to be released. As an example: [https://github.com/chaoss/MARS/blob/main/automation/active_user_input/chinese_working-groups-config.yml](https://github.com/chaoss/MARS/blob/main/automation/active_user_input/chinese_working-groups-config.yml)


	The translation team should inform the release team that they are ready for the release (by email, chat, or in Zoom Meetings)




## How are CHAOSS metrics releases versioned?


	The versioning of the PDFs should be done in the format - YYYY-MM_language-code. Example - ``2021-09_EN`, 2022-03_CN


	The release version for the translations PDF should be the same as the English metrics PDF used as the basis for translations.






            

          

      

      

    

  

    
      
          
            
  # Releases

The version number is YYYY-MM of the release date. Continuous Metric Contributions do not get a separate version number.

## Continuous Contribution Process

The goal is to have short cycles of feedback and to get metrics out sooner.


	Coordinate release of metric through [release tracking spreadsheet](https://docs.google.com/spreadsheets/d/1tAGzUiZ9jdORKCnoDQJkOU8tQsZDCZVjcWqXYOSAFmE/edit#gid=0)


	Decide in a working group that a metric is ready for release.


	Create a release notes issue within the working group repository and update information for each new metric released. This issue will be used to create the regular release cadence release notes.


	Create an issue for collecting feedback on that metric before release.


	Include a message in the metric mark down file that the metric will be part of the next regular release. The message should be at the top metric markdown file using the following format:


This metric is a release candidate To comment on this metric please see Issue #xx. Following a comment period, this metric will be included in the next regular release.






	Add metric to metric page with a “under review” tag and link to the feedback issue.


	Add an item on the Release History page in the _Continuous Metric Contributions Since Last Release_ section stating that the metric was added.


	Announce the new metric on the mailing list and point to the issue and the markdown page for feedback. Update community on weekly zoom call.


	Address feedback in issue and through edits to the markdown page.


	The metric stays under review until after the next regular release




## Regular Release

The regular release is when we update the version number, update the full release notes, and make a big announcement. These releases occur one to two times a year and may correspond with the dates for CHAOSScon North America and Europe.

Timeline:


	2 months before release
* Decide on a release date, coordinate with working groups


	1 month +1 week before release
* Finalize which metrics to include in the release
* All metrics should be prepared as CMC process described above
* Add information on the /metric page about the review period and planned release deadline
* Announce Review Period on mailing list
* Working Groups review and respond to comments as the come in
* Request reviews in newsletter, Twitter, all community calls during review period
* Working groups draft release notes


	1 week before release
* Announce on mailing list that review period is closed
* Prepare the final release (see below)



	Update /metrics page


	Update release notes


	Prepare the PDF release









	Day of release
* All the work was done before
* Announce on mailinglist and Twitter and all other channels
* Celebrate!




### Prepare the final release


	Determine release version number (<year>-<month>) because it will be used for several steps


	Extend list of contributors to include those who contributed to the new and previous releases


	Update list of governing board members at time of release


	Working Groups respond to all comments in the issues and close them


	Working Groups merge or close all pull requests related to the release


	Working Groups remove the request for review from the top of all metrics


	Release Engineer creates a release tag in all working groups to freeze metrics for release
* Tag name: release-<year>-<month>
* Description: Release notes for that working group, include full list of metrics released


	~~Release Engineer updates metric pages to pull from release tag~~ (always pull from master, snapshot exists in repo as a tagged commit and PDF)


	Release Engineer cleans up /metrics by removing everything not needed in final release


	Release Engineer cleans up the release notes page


	Release Engineer creates a PDF of the release (see section below)


	Release Engineer links the PDF on the /metrics and release notes page




### Prepare the PDF release


	The PDF is created from the website.
* Make sure to not print menu, footer, “to-top” or any other elements that we don’t want in the PDF
* Here is a [Tampermonkey](http://www.tampermonkey.net/) user script that does most of it: [CHAOSS Metric print clean (Tampermonkey).user.js](https://drive.google.com/file/d/1y1uh5aeVbzR4CDGbQQJTdSb2Cnywk3OI/view?usp=sharing)


	The Metrics are saved as PDFs from the browser (Chrome, print).
* Name the files in order #) Metric Name.pdf (the user script will help with naming the pages like this, need to add the number manually after saving)


	The CHAOSS Metrics by Working Groups and Focus Areas pages are the /metrics page saved as PDF
* Remove the list of contributors and copyright notice from the bottom, they will be in the front-matter
* Name the file CHAOSS Metrics by Working Groups and Focus Areas.pdf


	Create the front-matter using the [Word Document](https://drive.google.com/file/d/1xoWpNPO95n2V1l4rWS7pIHfoQiAUPtcl/view?usp=sharing)
* update all of the information
* save as PDF with any name


	Create the License information using the [Word Document](https://drive.google.com/file/d/1xr8YmxFKt12L1mRX8dAODQHH-f_vnLIl/view?usp=sharing), update the year for the copyright
* Name the file The MIT License.pdf




Above steps should create the following files:


	The front-matter PDF


	CHAOSS Metrics by Working Groups and Focus Areas.pdf


	#) Metric Name.pdf for each metric


	Release History.pdf


	The MIT License.pdf




Merge the files (except the front-matter) in the order listed above


	Use the open source [PDFsam Basic](https://github.com/torakiki/pdfsam)


	Merge settings
* YES: Add a footer
* Bookmarks handling: Create one entry for each merged document
* Table of contents: Generate from file names




After creating the merged document, add the front-matter


	If you use PDFsam again, make sure to change the settings:
* NO: Add a footer
* Bookmarks handling: Retain bookmarks
* Table of contents: Don’t generate




## Revising Existing Metrics:


	As our process for developing metrics evolves, we will implement a process to go back to old metrics and review every two years. Specifically, after 4 release cycles, we should review metrics and see whether they are still aligned with
* Our current metric structure,
* Our current metric style, and
* The original intention of the metric, and if so, whether the metric’s language and/or intention requires updating.


	What Types of Changes are suitable for continuous release?
* Whenever there is a language or terminology change that would affect other metric references.
* Changing the name of a metric (in any way)
* Any changes that go beyond grammar or spelling fixes in the sections:
* Question
* Definition
* Objectives
* Implementation


	Types of metric changes that do not require review:
* Grammar or spelling fixes (not including metric name)
* Updates to sections References and Contributors
* Ultimately, we need a gardener who ensures consistency and flags metrics that need to be “updated”.






            

          

      

      

    

  

    
      
          
            
  # Guidelines for Metrics Translation

## Adding translations in a new language


	New metrics that need to be translated may be identified through translation repository issues, working group repository issues, and on the CHAOSS website release page.


	Before adding translations in a new language, it is strongly recommended to have an active community of native speakers of that language.


	To begin with translations into a new language, create a new directory in the [translations repository](https://github.com/chaoss/translations). Name the directory as the language in which the metrics are to be translated.


	Create subdirectories for each working group within the language directory. Note that the name of the sub-directories must match with the repository names of the working groups. (e.g., wg-common, wg-value, etc.)


	The structure of the subdirectory for each working group must be the same as specified for the working group repositories on this [page](https://handbook.chaoss.community/community-handbook/community-initiatives/working-groups/wg-repository-structure). Note:- The base files can be ignored except for the README.


	Follow the templates of other files analogous to as specified in the [governance repository](https://github.com/chaoss/governance/tree/master/templates)


	The metrics themselves also follow a [standard template](https://github.com/chaoss/metrics/blob/master/resources/metrics-template.md). Further, it is recommended to create a translated version of this template to ensure headings are consistent across all translated metrics.


	All directories and files must be named in English only.


	When the directory structure for translations in a new language is ready,  the translated metrics can now be added to their respective working group and the focus area.


	The above steps should be completed by the translating community before starting with the translation of the metrics.


	Many of the above requirements are necessary for the [M.A.R.S. release automation](https://github.com/chaoss/MARS) process.




Note: Optionally, an English - translated language comparison table or glossary can be created to ensure consistent naming of keywords in the translated language.

## Updating translations

![](../../assets/update-translations-flowchart.png)

The working groups keep revising the focus areas and the metrics regularly. Therefore, it is necessary for the translations to be updated as per the current version of the release. The following steps help ensure this:


	The translations should be updated whenever a change takes place in the original metrics including when:
* A metric is added, updated, renamed, or removed
* A focus area is added, updated, renamed, or removed


	New metrics that need to be translated may be identified through translation repository issues, working group repository issues, and on the CHAOSS website release page.


	An issue should be created for each metric that needs translation attention (this may be created by the working group) The issue should be labeled with the languages it affects.


	The translation community should then investigate the issue and try to accommodate the changes in the translated metrics.


	Optionally, the translation team may compare different versions of the metric. The relevant commit hashes can be used to easily identify the changes via the `git diff` command. Git history may be used to see changes to the metric markdown file and identify the relevant commit hashes.


	The issue label for a specific language after it has been applied to metrics/focus areas in that particular language.


	The issue may be closed when the change is implemented in all languages in which the metrics are maintained.




## Release of translated metrics


	It is preferable for the translated metrics to get released biannually similar to their English counterparts in the form of a PDF report.


	All metrics undergo a 1-month community review period before the official release. This period should be utilized by the translations team to translate the metrics and share them for review.


	The translations team should update the YAML file in the MARS project when the metrics are ready for release. This serves as the signal to the Release Engineer to generate the release PDF.


	The translations release should ideally happen within two weeks of English metrics release, however, the target for some translation teams may be a simultaneous release.


	The version of the report should be the same as the version of the English report it is based on.


	The version number for the report should be in the format: YYYY-MM_language-code


	When the translation team signals to the metrics release team that translated metrics for a specific language are aligned with the English release, the release manager will use the MARS tool to create the release PDF for that language. The release PDF will be available on the CHAOSS website and an official announcement will be made on CHAOSS communication platforms


	The translation team for each language should update and maintain a contributors list that can be added to the Release document




## Timeline for release of translated metrics

The translation teams and release team should ensure that the processes outlined below are executed in a timely manner.


	1 month before the release.
* Translate new metrics and update existing ones (identified during the continuous release process) with the most recent changes
* The release team will announce on the mailing list that the review period is open
* Request reviews on Twitter, newsletter, or any other social media platform
* Translate or Draft any other required documents such as cover page and release notes.


	1 week before the release
* The release team will announce that the review period is closed.
* Prepare the English PDF release
* Buffer period (as long as is needed - translation team for each language will signal when ready)
* Prepare the Translated PDF release


	Day of release
* Announce on all social platforms about the release
* Celebrate! 🎉




## Other information


	The English version of the metrics is original and must be used as the only source during the translation process.


	Presently, the [templates](https://github.com/chaoss/governance/tree/master/templates) are maintained only in English. These templates can be translated into different languages as and when required to ensure consistency among the translations.


	Follow the general conventions related to naming and structure as specified [here](https://handbook.chaoss.community/community-handbook/community-initiatives/working-groups/wg-repository-structure#general-convention)




##



            

          

      

      

    

  

    
      
          
            
  # Working Groups Repository Structure

The goal of this document is to describe a uniform structure that CHAOSS Working Groups are currently using for developing metrics. The outcome of this standardizing Working Group repository structure is less overhead for community members moving between WGs and a consistent expectation for new members.

## Naming Convention

Below mentioned is the standard naming covention followed by all Working Group repositories -

### Base Files


	/README.md - describes WG, informs about getting engaged, shows off work, meeting information


	/LICENSE.md - default always MIT in accordance with Charter


	/CONTRIBUTING.md - describes the technicalities of engaging with the WG through GitHub; explain the DCO sign-off


	/code-of-comnduct.md - copy of CHAOSS’s Code of Conduct


	/.gitignore - for system files like .DS_Store


	/.github/FUNDING.yml - information for where to donate to CHAOSS


	Other files may exist in the base of WG repositories




### Focus areas


	/focus-areas/ - directory for all metrics work


	/focus-areas/README.md - a table of focus areas and their goals, linking to the next level


	/focus-areas/<focus-area-name>/ - directory for metrics in a focus area


	/focus-areas/<focus-area-name>/README.md - table of metrics in this focus area with questions the metrics answer; linking to specific metrics




### Metrics


	/focus-areas/<focus-area-name>/<metric-name>.md - metric detail page, must conform to the standard [template](https://github.com/chaoss/metrics/blob/master/resources/metrics-template.md)


	/focus-areas/<focus-area-name>/images/<metric-name>_<image-name>.png - images included in a metric; file-ending can be png/jpg/gif/svg




## General conventions


	DO NOT use spaces in names


	Use hyphens “-” instead of spaces within names


	Use underscore to separate different names (e.g., between metric-name and image-name)


	Use lower case for all file and folder names, except README, LICENSE, CONTRIBUTING, FUNDING which are standard across open source always capitalized


	Images are always in a sub-directory “images” under the markdown file that references the image


	The WG repos should have only released and under-review metrics


	In cases where the metric name is also a descriptor, please use this convention:

“specific thing being measured”-“further description if needed”

EX: pull-requests-open.md EX: issues-first-response.md







            

          

      

      

    

  

    
      
          
            
  # CHAOSS SLACK BOT

## About

The CHAOSS Slack Bot is a slackbot in the CHAOSS Project supporting newcomers and providing them with the information they need to contribute and particpate.

## Bot Functions


	When a user joins the team, sends a message in a predefined channel asking them to introduce themselves.


	When a user joins the team, sends an interactive message via DM to determine how they intend to contribute and provide the relevant resources.


	When a user types “newbie” in a channel or to the bot directly, sends an interactive message showing ways you can contribute.


	When a user types “outreachy” in a channel or to the bot directly, responds with information about Outreachy.


	Responds when a user says “hello”, “hey” or “hi”.


	Can send a DM to all users in the workspace, triggered by the message “intro-CHAOSS”.




## Getting Started
If you’re interested in cloning our bot for your Slack workspace, you can follow the steps in the [CONTRIBUTING.md](https://github.com/chaoss/chaoss-slack-bot/blob/main/CONTRIBUTING.md) to setup, and [https://slack.dev/bolt-js/deployments/heroku](https://slack.dev/bolt-js/deployments/heroku) or [https://slack.dev/bolt-js/deployments/aws-lambda](https://slack.dev/bolt-js/deployments/aws-lambda) to deploy.

## Contributing

To contribute to CHAOSS Slack bot, please follow the guidelines found in our [CONTRIBUTING.md](https://github.com/chaoss/chaoss-slack-bot/blob/main/CONTRIBUTING.md) and our [Code of Conduct](https://github.com/chaoss/chaoss-slack-bot/blob/main/CODE_OF_CONDUCT.md). We love pull requests! We welcome contributions from everyone, whether it’s your 1st or your 100th. If you get stuck, please feel free to [ask for help](https://github.com/chaoss/chaoss-slack-bot/issues/new)!

## Maintainers

This project has been made under She Code Africa Contributhon 2022

### Mentors


	[Matt Cantu Snell](https://github.com/Nebrethar)


	[Elizabeth Barron](https://github.com/ElizabethN)


	[Ruth Ikegah](https://github.com/Ruth-ikegah)




### Mentees


	[Iyimide Adegunloye](https://github.com/mide358)


	[Precious Abubakar](https://github.com/misspee007)






            

          

      

      

    

  

    
      
          
            
  # M.A.R.S. Project

## About

CHAOSS metrics have been defined to provide an in-depth view into the various features of an open-source project. The metrics are also a key input to help organizations strategically invest their resources.

M.A.R.S. (Metrics Automated Release System) aim is to automate & improve the metric release process. Keeping in mind the ever evolving CHAOSS, the system is scalable and flexible enough for easy tweaking in the future.

The final outcome is generation of reports for the metrics and their translations counterparts respectively.

## Usage

M.A.R.S. supports Linux (Debian based) and MacOS based systems only.

Currently, it can be used to generate the reports of English, Spanish and Chinese version of the metrics that exist in the working groups and translations repositories.

There are two ways to run M.A.R.S:


	Using Docker


	Using Python virtual environment




Refer to this [README](automation/README.md) to know more details about its usage.

## Workflow

The following image gives a high level overview of the workflow of M.A.R.S.

![MARS workflow](assets/MARS_Blueprint.png)

## Walkthrough

A rough walkthrough of the automation process:


	Select language through user input


	Load the corresponding yml config file


	Load the corresponding cover page and side scripts


	Create and/or cleanup the test_env directory


	Clone the WG and/or translations repositories


	Generate relative paths to metric markdown files in various WGs


	Pull all the metrics in base folder


	Make a common images directory


	Decrease heading levels (only in metric markdowns) by prepending ##


	Convert metrics markdown to tex


	Generate focus areas tables in tex (2 level hierarchy)


	Generate WG markdowns tex files for headings (3 level hierarchy)


	Add front and end matter


	Call pandoc to generate the final PDF


	Move the final PDF to the output directory


	Display success message and paths to log file and release PDF




## Contributing

The M.A.R.S project welcomes all kinds of contributions and suggestions. See [CONTRIBUTING.md](CONTRIBUTING.md) for more information.

## Maintainers

This project has been made under Google Summer of Code ‘21

### Mentors


	[Georg Link](https://github.com/georgLink)


	[Jaskirat Singh](https://github.com/jaskiratsingh2000)


	[Kevin Lumbard](https://github.com/klumb)


	[Matt Germonprez](https://github.com/germonprez)




### Students


	[Ritik Malik](https://github.com/ritik-malik)


	[Yash Prakash](https://github.com/yash2002109)






            

          

      

      

    

  

    
      
          
            
  # Overview of the DEI Badging

## About

DEI Badging program aims to increase understanding of the open-source project and event practices that encourage greater diversity and wider inclusion of people from different backgrounds. It uses an open peer-review system to encourage projects and events to obtain badges and improve their processes and documentation to be more inclusive using the feedback they gain from the reviewers.

The program is affiliated with the CHAOSS project and a proud initiative of CHAOSS. The work of the Badging Program is closely associated with the CHAOSS D&I working group.

CHAOSS is a Linux Foundation project. For more information about CHAOSS, please visit the website at [chaoss.community](https://chaoss.community/)

## Goal

The goal of the Diversity, Equity & Inclusion Badging Program is to encourage projects and events to obtain D&I badges for reasons of leadership, self-reflection, and self-improvement on issues critical to building the Internet as a social good.

## The Badging Workflow

Events applying for a CHAOSS badge should fill in the submission form to open an issue under the corresponding GitHub repository, waiting for reviewers to give feedback.

Reviewers will be randomly assigned according to [the reviewer list](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/reviewers.md). All assigned reviewers should work with the [review checklist.](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/checklist.md)

The Diversity, Equity and Inclusion measurements that occur during the applying and reviewing process are according to DEI metrics defined by CHAOSS.

The workflow will be elaborated in the “Applying for a badge” and the “Reviewing for CHAOSS” sections, you can also have a quick view below.

## Applying for Badges

### Event Badging

The Event Badging section of CHAOSS Badging is about measuring the inclusivity of different technical events through human reviews.

In order to submit an application for a project, review the following documents:


	[Applicant role](https://github.com/badging/diversity-and-inclusion/blob/master/roles/applicant.md) - This document describes the GitHub permissions and the responsibilities of a CHAOSS Badging Applicant.


	[Event submission requirements](https://github.com/badging/event-diversity-and-inclusion/blob/master/submission/requirements.md) - Describes the minimum requirements for an Event to be eligible for participation in the CHAOSS Badging process.


	[Event submission guidelines](https://github.com/badging/event-diversity-and-inclusion/blob/master/submission/guidelines.md) - Guidelines and steps on how an Event can acquire a badge under the CHAOSS Badging program.




### Badge Levels

CHAOSS Badges are assigned according to how the Reviewers mark out the [review checklist](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/checklist.md) according to the information initially filled in by the Applicant.

The badge percentages are calculated from the average of checklists of at least two reviewers. This percentage excludes the initial checks.


Level | Badge | Percentage of Requirements Met |

:— | :— | :— |

Pending | [![Pending](https://camo.githubusercontent.com/0c1bc980be62cda14b80f1545e5f1501a2c76e58/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50656e64696e672d7265643f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/0c1bc980be62cda14b80f1545e5f1501a2c76e58/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50656e64696e672d7265643f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Less than 40% |

Passing | [![Passing](https://camo.githubusercontent.com/038a8f888ac3ff52e6be97529274d42705d0d075/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50617373696e672d70617373696e673f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/038a8f888ac3ff52e6be97529274d42705d0d075/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d50617373696e672d70617373696e673f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Greater than or equal to 40% and less than 60% |

Silver | [![Silver](https://camo.githubusercontent.com/c6ed702d152e8fde88c883e47b2a414387fd3fd4/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d53696c7665722d73696c7665723f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/c6ed702d152e8fde88c883e47b2a414387fd3fd4/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d53696c7665722d73696c7665723f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Greater than or equal to 60% and less than 80% |

Gold | [![Gold](https://camo.githubusercontent.com/c8e1ce124b1cc882ca6b5c325335236517c2d921/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d476f6c642d79656c6c6f773f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b)](https://camo.githubusercontent.com/c8e1ce124b1cc882ca6b5c325335236517c2d921/68747470733a2f2f696d672e736869656c64732e696f2f62616467652f44253236492d476f6c642d79656c6c6f773f7374796c653d666c61742d737175617265266c6162656c436f6c6f723d353833353836266c6f676f3d646174613a696d6167652f7376672b786d6c3b6261736536342c50484e325a7942325a584a7a61573975505349784c6a4569494868746247357a50534a6f644852774f693876643364334c6e637a4c6d39795a7938794d4441774c334e325a794967646d6c6c64304a76654430694d434177494449314d4341794e54416950676f38634746306143426d615778735053496a4d554d35516b51324969426b50534a4e4f5463754d5377304f53347a597a45344c5459754e79777a4e7934344c5459754f4377314e5334354c5441754d6d77784e7934314c544d774c6a4a6a4c5449354c5445794c6a4d744e6a45754f4330784d6934794c546b774c6a67734d43347a54446b334c6a45734e446b754d336f694c7a344b50484268644767675a6d6c7362443069497a5a42517a64434f5349675a443069545445354e4334324c444d794c6a684d4d5463334c6a49734e6a4e6a4d5451754f4377784d69347a4c4449304c6a63734d6a6b754e5377794e7934354c4451344c6a566f4d7a51754f554d794d7a59754d6977344d4334794c4449784f5334354c4455784c6a63734d546b304c6a59734d7a49754f486f694c7a344b50484268644767675a6d6c736244306949304a474f554e444f5349675a443069545449774e4334354c44457a4f533430597930334c6a6b734e444d754f5330304f5334354c44637a4c546b7a4c6a67734e6a55754d574d744d544d754f4330794c6a55744d6a59754f4330344c6a59744d7a63754e5330784e793432624330794e6934344c4449794c6a514b43574d304e6934324c44517a4c6a51734d5445354c6a55734e4441754f5377784e6a49754f5330314c6a646a4d5459754e5330784e7934334c4449334c5451774c6a49734d7a41754d5330324e433479534449774e4334356569497650676f38634746306143426d615778735053496a52445978524456474969426b50534a4e4e5455754e6977784e6a55754e6b4d7a4e5334354c44457a4d5334344c44517a4c6a4d734f4467754f4377334d7934784c44597a4c6a564d4e5455754e79777a4d793479517a63754e5377324f5334344c5451754d6977784d7a63754e4377794f4334344c4445344f4577314e5334324c4445324e5334326569497650676f384c334e325a7a344b) | Greater than 80% |



### Metrics For Event Badging

The metrics used in the Badging submission process are defined by [CHAOSS DEI Working Group](https://github.com/chaoss/wg-diversity-inclusion/). Metrics used for event badge come from the [Event Diversity ](https://chaoss.community/metrics/#user-content-focus-area—event-diversity)focusing [https://chaoss.community/metrics/#user-content-focus-area---event-diversity)focusing] area.

These are the five metrics that belong to Event Diversity:


Name | Question |

:— | :— |

[Speaker Demographics](https://github.com/chaoss/wg-diversity-inclusion/blob/master/focus-areas/events/speaker-demographics.md) | How well does the speaker lineup for the event represent a diverse set of demographics? |

[Attendees Demographics](https://github.com/chaoss/wg-diversity-inclusion/blob/master/focus-areas/events/attendee-demographics.md) | How diverse are the attendees? |

[Diversity Access Tickets](https://github.com/chaoss/wg-diversity-inclusion/blob/master/focus-areas/events/diversity-tickets.md) | How are Diversity Access Tickets used to support diversity and inclusion for an event? |

[Code of Conduct at Event](https://github.com/chaoss/wg-diversity-inclusion/blob/master/focus-areas/events/event-code-of-conduct.md) | How does the Code of Conduct for events support diversity and inclusion? |

[Family Friendliness](https://github.com/chaoss/wg-diversity-inclusion/blob/master/focus-areas/events/family-friendly.md) | How does enabling families to attend together support diversity and inclusion of the event? |



### Project Badging

Project badging is planned for the next release. We are looking forward to it!

## Reviewing Badging submissions

Reviewers are an essential component of CHAOSS Badging. Their feedback and interaction with an applicant determine the success of the Badging Program.

In order to get familiar with what is expected of reviewers, review the following documents:


	[Reviewer Role](https://github.com/badging/diversity-and-inclusion/blob/master/roles/reviewer.md) - This document describes the GitHub permissions and the responsibilities of a CHAOSS Badging Reviewer.


	[Reviewer Guide](https://github.com/badging/diversity-and-inclusion/blob/master/reviewer-guide.md) - the Guide is small as of now, but it provides some additional guidelines




We are currently recruiting reviewers for event submissions!

To become a reviewer, please fill out the [Reviewer Application Google Form](https://forms.gle/fZjbmyhZ4SUXFmzV8) and tell us a little bit about yourself! Please send an email to Matt at [msnell@unomaha.edu](mailto:msnell@unomaha.edu) When you are finished.

## Work to Date

The CHAOSS Badging Project is now in the third release. We are continuously recruiting reviewers and applicants.

## Contributors

Maintainers


	[Matt Snell](https://github.com/nebrethar)


	[Saleh Abdel Motaal](https://github.com/smotaal)


	[Ruth Ikegah](https://github.com/Ruth-ikegah)


	[Anita Ihuman](https://github.com/Anita-ihuman)




Core Contributors


	[Xiaoya Xia](https://github.com/xiaoya-Esther)


	[Ore-Aruwaji Oloruntola](https://github.com/thecraftman)


	[Aastha Bist](https://github.com/bistaastha)






            

          

      

      

    

  

    
      
          
            
  # DEI Badging Code of Conduct

## Pledge

The CHAOSS D&I Badging Project pledges to ensure that participation in our project a harassment-free experience for everyone regardless of age, body size, visible or invisible disability, ethnicity, sex characteristics, gender identity and expression, level of experience, education, socio-economic status, nationality, personal appearance, race, religion, or sexual identity and orientation.

We pledge to act and interact in ways that contribute to an open, welcoming, diverse, inclusive, honest, impartial and healthy environment.

## Our Standards

Examples of behavior that are expected:


	Demonstrating empathy and kindness toward other people


	Being respectful of differing opinions, viewpoints, and experiences


	Giving and gracefully accepting constructive feedback


	Accepting the responsibility associated with your role and doing your best with it




Examples of unacceptable behavior include:


	Harassment (public or private)


	Being untruthful or inequitable during a badge workflow


	Publishing others’ private information, such as a physical or email address, without their explicit permission


	Other conduct which could reasonably be considered inappropriate in a professional setting




## Responsibilities


	Project maintainers are responsible for clarifying and enforcing the standards of acceptable behavior and will take appropriate and fair corrective action in response to any behavior that they deem inappropriate, threatening, offensive, or harmful.


	Moderators are in charge of coordinating submitted applications. Their goal is to construct a pleasant, effective communicating environment.


	Reviewers should commit to the D&I Badging Conflict of Interest policy and provide fair judgment and prompt feedback toward the assigned submission.


	Applicants should provide straightforward, reliable and accurate information according to their submission.




## Enforcement

Project maintainers have the right and responsibility to remove, edit, or reject comments, commits, code, issues, and other contributions that are not aligned to this Code of Conduct, and will communicate reasons for moderation decisions when appropriate.

Instances of abusive, harassing, or otherwise unacceptable behavior may be reported to the project maintainers team at [chaoss.badging@gmail.com](mailto:chaoss.badging@gmail.com) or alternatively [msnell@unomaha.edu](mailto:msnell@unomaha.edu). All complaints will be reviewed and investigated promptly and to the best of our ability.

All project maintainers are obligated to respect the privacy and security of the reporter of any incident.

According to the impact and consequences of the harassment, the project maintainer can give correction, warning, a temporary ban, or a permanent ban to the actor. For further information, please refer to [Enforcement Guidelines.](https://www.contributor-covenant.org/version/2/0/code_of_conduct/)

## Statement

DEI Badging Code of Conduct is adapted from the [Contributor Covenant Code of Conduct](https://www.contributor-covenant.org/version/2/0/code_of_conduct/).



            

          

      

      

    

  

    
      
          
            
  # How to contribute

### Connect

You can connect to us with the following methods:


	Join us in the [Slack channel](https://chaoss-workspace.slack.com/join/shared_invite/zt-dqeab4ab-4XrH51rc4y_WXjN~uI~6rA#/)


	Discuss on the [CHAOSS D&I mailing list](https://lists.linuxfoundation.org/mailman/listinfo/chaoss-diversity-inclusion)


	Or open an issue under the [badging/diversity-and-inclusion repository.](https://github.com/badging/diversity-and-inclusion)




Please don’t hesitate to contact us by any of the means listed above when your thoughts about this project come up. Your suggestions are tremendously valuable to us.

#### Slack Channel and Usage Guidelines


	We are okay with creating new channels as needed


	When we archive minutes, we also archive inactive channels


	Channels need to have meaningful names: use prefixes when possible to sort alphabetical list of channels (e.g., #GSOC21_projectname)




### Thank You

Thank you so much for your interest in D&I badging program and wishing to make contributions. All kinds of contributions are appreciated.

This guide provides several angles for you to get started. We hope one of them will work for you!

### Participate as a reviewer

If you want to be part of the review team, please see [“Apply to review”](https://handbook.chaoss.community/community-handbook/badging/reviewing/apply-to-review).

Sign up as a reviewer and you can get in touch with different events and projects, measure how Diversity and Inclusion they are. When doing the reviewing job, please make sure you have read the reviewer’s guidance and understand our [D&I badging conflict of policy.](https://handbook.chaoss.community/community-handbook/badging/reviewing/conflict-of-interest-policy)

### Contribute to the workflow

For now, most of the workflows happen under the [Event D&I badging repository.](https://github.com/badging/event-diversity-and-inclusion) If you think there is unreasonableness about the process, or you have suggestions to improve the workflow, don’t hesitate to open an issue to discuss your suggestion.

For bug fixing and word spelling correction, we warmly welcome you to open a Pull Request.

### Improve the Submission Form and Review Checklist

The [Submission Form](https://chaoss.community/diversity-and-inclusion-badging/) and [Review Checklist](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/checklist.md) are two core components that compose the application and review process, the content is mostly based on [CHAOSS D&I metrics](https://github.com/chaoss/wg-diversity-inclusion/).

To make improvements to our documentation on GitHub, you can:


	Open an issue on GitHub


	Open a pull request on GitHub




We suggest adding text with the pull request explaining why the change should be made.

### Contribute to this documentation

To optimize this documentation,  there is a synchronized [community handbook repository](https://github.com/chaoss/community) on GitHub. Please open a pull request there to make revisions. Documentation revisions are also precious contributions for us.



            

          

      

      

    

  

    
      
          
            
  # The badging-bot

## Command & Functionality

We integrate a GitHub app, the [@badging-bot](https://github.com/badging/badging-bot) to help us coordinate the workflow. The main function of the badging-bot is improving the efficiency of the review process with some automated integration. Please see the [@badging-bot README](https://github.com/badging/badging-bot/blob/main/README.md) for more information

Some more functions of the badging-bot include:


	Guiding applicants/reviewers


	Assigning reviewers for a submission


	Opening checklists for reviewers according to the type of event


	Checking current badge status


	Generating the final badge link


	Closing an application issue when an application is finalized


	Updating the [events table](https://github.com/badging/event-diversity-and-inclusion/blob/master/README.md) with reviewed events.




### Instances when the bot is triggered

Here is a mock submission illustrating the review process:

[https://github.com/badging/event-diversity-and-inclusion/issues/46](https://github.com/badging/event-diversity-and-inclusion/issues/46)

This is what happened where the`@badging-bot` is triggered:


	A new submission is created. Once the issue of a new submission is successfully initiated, @badging-bot will do the following things:
* greet the applicant and provide guiding information ([see example](https://github.com/badging/event-diversity-and-inclusion/issues/46#issuecomment-674938374))
* assign reviewers according to reviewers.md
* Ask the assigned reviewer for their available to take on the review
* When reviewer rejects review, they are unassigned, when they accept it, the bot opens a checklist for that particular reviewer ([see example](https://github.com/badging/event-diversity-and-inclusion/issues/46#issuecomment-674938396))


	A command is typed in a review issue comment. When someone creates an issue comment with a command, the bot will be triggered and respond in a new comment.




### Commands

You can also interact with `@badging-bot`using a few commands.

#### 1. /result (Anyone)


	Type this command and only this command in an issue anytime during the review when you wish to check the current badge status.


	All roles are allowed to use this command.




`text
/result
#show the current badge status
`

#### 2. /end (Moderators)


	Type this command and only this command in an issue when the review is at an end.


	Only moderators are allowed to use this command.




`text
/end
#obtain the final badge and close the issue
`



            

          

      

      

    

  

    
      
          
            
  # Apply for a badge

We are planning to provide D&I badges for technical events and open-source projects. While currently, we only support D&I badge applications for events. Project applications will be covered in later versions.

### Event Definition

Events refer to tech get-togethers, conferences, festivals, and any other tech event that promote tech-related concepts, mostly off-line meetups, but digital events are also included given in certain circumstances.

You can either apply D&I badge for an In-Person Event or a Virtual Event.

In-Person Events refer to events happening in a physical meeting space where speakers and attendees always show up in person.

Virtual Events are online events where speakers and attendees interact via computers and meeting platforms.

## Apply For an Event Badge

If you are one of the organizers of an event that is focused on open source technologies and systems, we encourage you to apply. We expect that it will take an hour or two to prepare all the required information and complete the application. First, please check whether your event meets all the following submission requirements, then follow the submission instructions.

### Submission Guides

Please read the following documents first before applying:


	[Applicant role](https://github.com/badging/diversity-and-inclusion/blob/master/roles/applicant.md)


	[Event submission requirements](https://github.com/badging/event-diversity-and-inclusion/blob/master/submission/requirements.md)


	[Event submission guidelines](https://github.com/badging/event-diversity-and-inclusion/blob/master/submission/guidelines.md)




Click the Button Below to Apply for Event Badge

[![Alt Text](https://img.shields.io/badge/D%26I-Click%20Here%20To%20Apply-passing?style=flat-square&link=http://left&link=https://github.com/badging/event-diversity-and-inclusion/blob/master/submission/guidelines.md&labelColor=583586&logo=data:image/svg+xml;base64,PHN2ZyB2ZXJzaW9uPSIxLjEiIHhtbG5zPSJodHRwOi8vd3d3LnczLm9yZy8yMDAwL3N2ZyIgdmlld0JveD0iMCAwIDI1MCAyNTAiPgo8cGF0aCBmaWxsPSIjMUM5QkQ2IiBkPSJNOTcuMSw0OS4zYzE4LTYuNywzNy44LTYuOCw1NS45LTAuMmwxNy41LTMwLjJjLTI5LTEyLjMtNjEuOC0xMi4yLTkwLjgsMC4zTDk3LjEsNDkuM3oiLz4KPHBhdGggZmlsbD0iIzZBQzdCOSIgZD0iTTE5NC42LDMyLjhMMTc3LjIsNjNjMTQuOCwxMi4zLDI0LjcsMjkuNSwyNy45LDQ4LjVoMzQuOUMyMzYuMiw4MC4yLDIxOS45LDUxLjcsMTk0LjYsMzIuOHoiLz4KPHBhdGggZmlsbD0iI0JGOUNDOSIgZD0iTTIwNC45LDEzOS40Yy03LjksNDMuOS00OS45LDczLTkzLjgsNjUuMWMtMTMuOC0yLjUtMjYuOC04LjYtMzcuNS0xNy42bC0yNi44LDIyLjQKCWM0Ni42LDQzLjQsMTE5LjUsNDAuOSwxNjIuOS01LjdjMTYuNS0xNy43LDI3LTQwLjIsMzAuMS02NC4ySDIwNC45eiIvPgo8cGF0aCBmaWxsPSIjRDYxRDVGIiBkPSJNNTUuNiwxNjUuNkMzNS45LDEzMS44LDQzLjMsODguOCw3My4xLDYzLjVMNTUuNywzMy4yQzcuNSw2OS44LTQuMiwxMzcuNCwyOC44LDE4OEw1NS42LDE2NS42eiIvPgo8L3N2Zz4K)](https://chaoss.community/diversity-and-inclusion-badging/)

By clicking the button you will be navigated to [the CHAOSS Event Badging submission form](https://chaoss.community/diversity-and-inclusion-badging/).

The Submission Workflow

Please fill out the web form to apply for a badge. Provide as much information as you want, and click “Submit”.

![](../../assets/image%20%285%29.png)

You will be redirected to GitHub with a pre-populated issue. This issue will be generated under the`event-diversity-and-inclusion`badging repository with the information you provided on the web form. You must use your GitHub account to finalize the issue on their Website by clicking “Create New Issue”, or your submission will be invalid.

Once the Issue is successfully created, at least two reviewers will then be assigned to review your issue. They will assess the event’s D&I Practices using a [review checklist.](https://app.gitbook.com/@chaoss-project/s/badging/~/drafts/-MHfMz780wz3WnO_1TbA/reviewing/review-checklist)

Communicate with Reviewers and Moderators

Please pay attention to the issue you submitted before you acquire the final badge. Reviewers may leave suggestions in the issue to request more information. Applicants must maintain communication with reviewers during the review period.

At any time during the review process, the current Badge status can be checked by using the command`/result` in an issue comment. See [an example.](https://github.com/badging/event-diversity-and-inclusion/issues/45#issuecomment-674542479)

The commands work only if no other content accompanies them on the issue comment.

Once you are satisfied with the result, you will have one final task. Connect with the @badging/badging-moderators to finish the review or at any point where you wish to end the review.

Acquire the Badge

The review is finalized when a moderator confirms that the application and checklists align with everything. They will close the issue with the moderator-only  /end command. Two badge links will be generated as an issue comment at the same time the issue closes.

Here is an example of a newly granted badge:

![](../../assets/image%20%284%29.png)

`text
![Assigned badge: passing](https://img.shields.io/badge/D%26I-Passing-passing?style=flat-square&labelColor=583586&&link=https://github.com/badging/event-diversity-and-inclusion/issues/46/&logo=data:image/svg+xml;base64,PHN2ZyB2ZXJzaW9uPSIxLjEiIHhtbG5zPSJodHRwOi8vd3d3LnczLm9yZy8yMDAwL3N2ZyIgdmlld0JveD0iMCAwIDI1MCAyNTAiPgo8cGF0aCBmaWxsPSIjMUM5QkQ2IiBkPSJNOTcuMSw0OS4zYzE4LTYuNywzNy44LTYuOCw1NS45LTAuMmwxNy41LTMwLjJjLTI5LTEyLjMtNjEuOC0xMi4yLTkwLjgsMC4zTDk3LjEsNDkuM3oiLz4KPHBhdGggZmlsbD0iIzZBQzdCOSIgZD0iTTE5NC42LDMyLjhMMTc3LjIsNjNjMTQuOCwxMi4zLDI0LjcsMjkuNSwyNy45LDQ4LjVoMzQuOUMyMzYuMiw4MC4yLDIxOS45LDUxLjcsMTk0LjYsMzIuOHoiLz4KPHBhdGggZmlsbD0iI0JGOUNDOSIgZD0iTTIwNC45LDEzOS40Yy03LjksNDMuOS00OS45LDczLTkzLjgsNjUuMWMtMTMuOC0yLjUtMjYuOC04LjYtMzcuNS0xNy42bC0yNi44LDIyLjQKCWM0Ni42LDQzLjQsMTE5LjUsNDAuOSwxNjIuOS01LjdjMTYuNS0xNy43LDI3LTQwLjIsMzAuMS02NC4ySDIwNC45eiIvPgo8cGF0aCBmaWxsPSIjRDYxRDVGIiBkPSJNNTUuNiwxNjUuNkMzNS45LDEzMS44LDQzLjMsODguOCw3My4xLDYzLjVMNTUuNywzMy4yQzcuNSw2OS44LTQuMiwxMzcuNCwyOC44LDE4OEw1NS42LDE2NS42eiIvPgo8L3N2Zz4K)
`

<img src=’https://img.shields.io/badge/D%26I-Passing-passing?style=flat-square&labelColor=583586&&link=https://github.com/badging/event-diversity-and-inclusion/issues/46/&logo=data:image/svg+xml;base64,PHN2ZyB2ZXJzaW9uPSIxLjEiIHhtbG5zPSJodHRwOi8vd3d3LnczLm9yZy8yMDAwL3N2ZyIgdmlld0JveD0iMCAwIDI1MCAyNTAiPgo8cGF0aCBmaWxsPSIjMUM5QkQ2IiBkPSJNOTcuMSw0OS4zYzE4LTYuNywzNy44LTYuOCw1NS45LTAuMmwxNy41LTMwLjJjLTI5LTEyLjMtNjEuOC0xMi4yLTkwLjgsMC4zTDk3LjEsNDkuM3oiLz4KPHBhdGggZmlsbD0iIzZBQzdCOSIgZD0iTTE5NC42LDMyLjhMMTc3LjIsNjNjMTQuOCwxMi4zLDI0LjcsMjkuNSwyNy45LDQ4LjVoMzQuOUMyMzYuMiw4MC4yLDIxOS45LDUxLjcsMTk0LjYsMzIuOHoiLz4KPHBhdGggZmlsbD0iI0JGOUNDOSIgZD0iTTIwNC45LDEzOS40Yy03LjksNDMuOS00OS45LDczLTkzLjgsNjUuMWMtMTMuOC0yLjUtMjYuOC04LjYtMzcuNS0xNy42bC0yNi44LDIyLjQKCWM0Ni42LDQzLjQsMTE5LjUsNDAuOSwxNjIuOS01LjdjMTYuNS0xNy43LDI3LTQwLjIsMzAuMS02NC4ySDIwNC45eiIvPgo8cGF0aCBmaWxsPSIjRDYxRDVGIiBkPSJNNTUuNiwxNjUuNkMzNS45LDEzMS44LDQzLjMsODguOCw3My4xLDYzLjVMNTUuNywzMy4yQzcuNSw2OS44LTQuMiwxMzcuNCwyOC44LDE4OEw1NS42LDE2NS42eiIvPgo8L3N2Zz4K’ alt=’D&I Badging badge state: passing’/>


	Embed the Markdown Badge Link if you wish to display the badge on any markdown File.


	Embed the HTML Badge Link on an HTML page if you wish to display the badge on your event website.






            

          

      

      

    

  

    
      
          
            
  # Apply for an In-Person Event

The D&I badging application is submitted through a web form to provide information and measurements on how an event achieves diversity and inclusion practices. All initial judgments from reviewers are made according to the form, so please do your best with it, make sure to fill out all the fields.

💡 This page will help you fill out the form and provide perspectives on improving your event referring to the submission form.

## In-Person Event Badge Submission Form

## Basic Information


	Event Name: Use the most commonly mentioned and well-known name of the event.


	Link to the Event Website: The link should be valid, publicly available on a website, and it should show the event information. We recommend providing the home-page link.


	Provide verification that you are an event organizer: Only the organizer is eligible to apply the badge on behalf of event participants. Please provide substantial proof showing you are the organizer of the event you are applying for. A link with your name displayed as an organizer on the event website is ideal.




## Initial Checks

Event status-related requirements


	The event must be about Open Source technologies and practices.


	You should be an organizer of the Event you are applying for.




Metric related requirements


	The information about the event must be publicly available on a website.


	Metrics information must be available for potential attendees and speakers.


	The event must host a Code of Conduct on the website.




## Metric-related Information

This section requires you to provide [Diversity & Inclusion metrics](https://github.com/chaoss/wg-diversity-inclusion/) related information of your event.

The In-Person Event D&I metrics are:


	Speaker Demographics


	Attendee Demographics


	Code of Conduct at Event


	Diversity Access Tickets


	Family Friendliness




If your event commits to one of the following metrics, please tick the checkbox, then fill the subsequent boxes under each question. We also provide criteria under each metric in the form for you as references of what the reviewer will be considering when reviewing the submission.

If your event meets some of the criteria, please provide related details and proofs. If not, those are the perspectives where your event can improve. 😉

### Speaker Demographics

_How well does the speaker lineup for the event represent a diverse set of_ [_demographics_](https://github.com/chaoss/wg-diversity-inclusion/tree/master/demographic-data)?


	Measuring Demographics: Does your event measure speaker demographics?


	Displaying demographics: Does the speaker demographics publicly displayed on your event website?




### Attendee Demographics

_How diverse and inclusive are the attendees?_


	Measuring Demographics: Does your event measure attendee demographics?


	Displaying demographics: Does the attendee demographics publicly displayed on your event website?


	Attendee Inclusivity: You can request feedback from attendees about how they feel about the inclusiveness of this event, then take measures to encourage more attendees which are from different backgrounds.




### Code of Conduct at Event

It’s essential that you provide the link of CoC(Code of Conduct) because this is an initial requirement for D&I badge application. Without the link, reviewers may determine your event as not-passing.

_How does the Code of Conduct for events support diversity and inclusion?_


	Findability: The Code of Conduct should least be discoverable on the website, and better to post at the event venue where speakers and attendees will have an easy time to find.


	Enforcement: You can require participants to accept the Code of Conduct before completing registration.




In the Code of Conduct:


	Clarity: Does the Event Code of Conduct provide a definition of expected behaviour?


	Reporting venue: Does it have a clear avenue for reporting violations at the event?


	Support at Event: Does it describe information about possible ways to provide support to victims of inappropriate behavior, eventually links to external bodies?




### Diversity Access Tickets

_How are Diversity Access Tickets used to support diversity and inclusion for an event?_


	Availability: How many types of diversity access tickets are available?


	Ticket allocation: How are those diversity access tickets allocated?


	Findability: Does the information about diversity access tickets posted on your event website or some other public venues?




### Family Friendliness

_How does enabling families to attend together support diversity and inclusion of the event?_


	Availability: Services or facilities can be provided for participants who bring families to the event, especially to those who have children to take care of. For examples, you can:


	Provide a mother’s room,


	Offer child care during the event,


	Have special sessions for children.




It’s also wonderful if your event has other ideas that are suitable and effective to promote family friendliness of the event.



	Findability: Is the information about the family-friendly services easily found on your website?






            

          

      

      

    

  

    
      
          
            
  # Apply for a Virtual Event

We make one distinction between virtual events and in-person events. The Virtual Event does not support the [Family Friendliness](https://chaoss.community/metric-family-friendliness/) metric because this is not currently a concern for virtual events.

💡 This page will help you with how to fill out the form, and provide perspectives on improving your event referring to the submission form.

## Virtual Event Badge Submission Form

## Basic Information


	Event Name: Use the most commonly mentioned and well-known name of the event.


	Link to the Event Website: The link should be valid, publicly available on a website, and it should show the event information. We recommend providing the home-page link.


	Provide verification that you are an event organizer: Only the organizer is eligible to apply the badge on behalf of event participants. Please provide substantial proof to show you are the organizer of the event you are applying for. A link with your name displayed as an organizer on the event website is ideal.




## Initial Checks

Event status-related requirements


	The event must be about Open Source technologies and practices.


	You should be an organizer of the Event you are applying for.




Metric related requirements


	The information about the event must be publicly available on a website.


	Metrics information must be available for potential attendees and speakers.


	The event must host a Code of Conduct on the website.




## Metric-related Information

This section requires you to provide [Diversity, Equity & Inclusion Metrics](https://github.com/chaoss/wg-diversity-inclusion/) related information of your event.

The Virtual Event D&I metrics are:


	Speaker Demographics


	Attendee Demographics


	Code of Conduct at Event


	Diversity Access Tickets




If your event commits to one of the following metrics, please tick the checkbox, then fill the subsequent boxes under each question. We also provide criteria under each metric in the form for you as references of what the reviewer will be considering when reviewing the submission.

If your event meets some of the criteria, please provide related details and proves. If not, those are the perspectives where your event can improve. 😉

### Speaker Demographics

_How well does the speaker lineup for the event represent a diverse set of_ [_demographics_](https://github.com/chaoss/wg-diversity-inclusion/tree/master/demographic-data)?


	Measuring Demographics: Does your event measure speaker demographics?


	Displaying demographics: Does the speaker demographics publicly displayed on your event website?




### Attendee Demographics

_How diverse and inclusive are the attendees?_


	Measuring Demographics: Does your event measure attendee demographics?


	Displaying demographics: Does the attendee demographics publicly displayed on your event website?


	Attendee Inclusivity: You can request feedback from attendees about how they feel about the inclusiveness of this event, then take measures to encourage more attendees which are from different backgrounds.




### Code of Conduct at Event

It’s essential that you provide the link of CoC(Code of Conduct) because this is an initial requirement for D&I badge application. Without the link, reviewers may determine your event as not-passing.

_How does the Code of Conduct for events support diversity and inclusion?_


	Findability: The Code of Conduct should be discoverable on the website.


	Enforcement: You can require participants to accept the Code of Conduct before completing registration.




In the Code of Conduct:


	Clarity: Does the Event Code of Conduct provide a definition of expected behaviour?


	Reporting venue: Does it have a clear avenue for reporting violations at the event?


	Support at Event: Does it describe information about possible ways to provide support to victims of inappropriate behavior, eventually links to external bodies?




### Diversity Access Tickets

_How are Diversity Access Tickets used to support diversity and inclusion for an event?_


	Availability: How many different types of diversity access tickets are available?


	Ticket allocation: How are diversity access tickets allocated?


	Findability: Does the information about diversity access tickets posted on your event website?






            

          

      

      

    

  

    
      
          
            
  # Reviewing for CHAOSS

## Introduction

Thank you so much for showing interest in DEI Badging Project and the review system. We are delighted to have you here! This page tells you a bit about the participation as a reviewer and helps with some detailed principles you would need to know while reviewing.

## Reviewer Guide

A CHAOSS DEI Badging application starts when an event organizer opens an issue on the [event](https://github.com/badging/event-diversity-and-inclusion) badging repository. The organizer fills out the form and a GitHub issue is created that contains the content of the application. Upon being assigned an issue, a reviewer will be provided with a review checklist in the form of an issue comment.

### Please Consider


	You need a GitHub account to review for the DEI Badging program.


	Once you become a reviewer of DEI Badging (see [apply to review](https://github.com/chaoss/community/blob/main/how-work-is-done/community-projects/dei-badging/event-badging/reviewing/apply-to-review.md) on how to be a reviewer), your GitHub handle will be added to the review list and you will be assigned to new issues.


	You can read [CHAOSS DEI metrics](https://github.com/chaoss/wg-diversity-inclusion/), especially metrics under the Event Diversity focus area to get a further grasp before reviewing.




Please make sure you don’t miss an assignment notification. If a reviewer provides no response to the issue for more than one month, D&I Badging moderator team will reassign a new reviewer for that issue.

### While You Are Reviewing

The Reviewer’s task is to analyze the information given by an event organizer using the Review Checklist. The reviewer provides their observations according to the Review Checklist and feedback on how an application can be improved if certain checks are not met. You may find more guidance for this process in the [review process](https://github.com/chaoss/community/blob/main/how-work-is-done/community-projects/dei-badging/event-badging/reviewing/the-review-process.md) section.

### How to Review

The reviewer’s judgments are based on three main criteria:

#### The Event Website


	A link to the event website is required from applicants. Reviewers should observe the Event website to verify everything is aligned with the submission answer. This will be the most valuable resource.




#### Detailed Description


	Each question in the application should be answered. The applicant should provide a sufficient description for the reviewer to understand how the metrics are fulfilled associated with the event.




#### Links Related to Each Metric


	Each link provided should be relevant and confirm the values of the description within a metric.




## Statement

Special thanks to [JOSS(Journal of Open Source Software)](https://joss.theoj.org/) for the DEI Badge peer-review process. Their work has inspired our project’s structure.



            

          

      

      

    

  

    
      
          
            
  # Apply to Review

This page contains information on how to become a reviewer of the D&I badging program. To review submissions for D&I badging, you need to sign up as a reviewer first. The best way to start is with our sign-up form!

### The Reviewer Form

Please go to the [Reviewer Application Form](https://docs.google.com/forms/d/e/1FAIpQLSd26I8Z5FbcaVMzwaoc2cYEglJakV0kD2q2xMjllIuACh1aGw/viewform) to sign up.

The reviewer form requests the following personal information:


	Your Name: Supply your full name. D&I Badging will not share the name with applicants or spread it unless you are willing to post your name on the website.


	Your GitHub Handle: This will be later added to the reviewer list in [reviewer.md](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/reviewers.md) file under the badge/event-diversity-and-inclusion repository once you become a member of the reviewer team.


	Your Email Address: D&I Badging uses your email address to contact and communicate with you, and will not share or publish it on the website.


	Your Organization(optional): You can choose not to share this information with us. DEI Badging asks for the organization to know the further background about you, and will not share or publish it on the website.




Below are the most important questions:


	Who you are and why you’re interested in the CHAOSS DEI Badging Program.


	Your history with Diversity, Equity & Inclusion in Open Source.




We will also ask:


	We want to know if you would like to include your name on our website as a CHAOSS D&I Badging Reviewer. If you agree with that, your name will show on the bottom of [DEI Badging Page](https://chaoss.community/diversity-and-inclusion-badging/).


	We also require you as a reviewer to identify and act upon any conflicts of interest. Please see the [DEI Badging Conflict of Interest Policy](https://github.com/chaoss/community/blob/main/how-work-is-done/community-projects/dei-badging/event-badging/reviewing/conflict-of-interest-policy.md) for more information.




The DEI Badging team will be notified once you submit the form. They will contact you through email to set up a meeting to explain the reviewing process.

After the meeting, your GitHub handle will be added to the list of [current reviewers](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/reviewers.md). There is a [badging bot](https://github.com/badging/badging-bot) that assigns reviewing tasks - don’t forget to open email notifications for D&I badging repository to avoid missing an assignment!



            

          

      

      

    

  

    
      
          
            
  # Conflict of Interest Policy

### CHAOSS D&I Badging Conflict of Interest Policy

A conflict of interest in peer review arises when a situation where you, the reviewer, are unable to make a fair judgment. The CHAOSS DEI Badging Project aims to promote a transparent and impartial environment to evaluate Diversity and Inclusion, as well as consciously avoiding situations where conflicts of interest may appear.

As a reviewer, Conflicts of Interest for event submission reviews are your present or previous associations with any event organizers and the event committee of a submission. The following situations are considered conflicts and should be avoided:


	Organizing for the submitted event.


	Having a personal relationship (e.g.family, close friend) with the event organizer(s).


	Receiving personal benefit resulting from the review.


	Recent association (past year) with the same organization of an applicant, for example, being employed at the same institution.




If you have a conflict of interest with a submission, you should disclose the specific reason to the moderator team. After the discussion within the moderator team, you may not be eligible to review the submission. Declaring actual, perceived, and potential conflicts of interest are required under professional ethics. If in doubt, ask the moderators.

### Statement

The DEI Conflict of Interest Policy is derived from [JOSS Conflict of Interest Policy](https://joss.readthedocs.io/en/latest/reviewer_guidelines.html#joss-conflict-of-interest-policy) and takes references from [Elsevier Conflict of Interest Policy.](https://www.journals.elsevier.com/information-and-software-technology/policies/conflict-of-interest-guidelines-for-reviewers)

​

​

​

​

​

​

​



            

          

      

      

    

  

    
      
          
            
  # The Review Process

This page contains information about going through the review process, especially about how a reviewer could work with the Review Checklist and collect the information required for the Review Checklist criteria.

### Purpose of Review Checklist

The review checklist provides a guideline for the reviewers to verify the event’s alignment with CHAOSS Diversity, Equity and Inclusion best practices.

Apart from providing viewpoints while reviewing, the checklist also plays the function of generating the badge state by calculating how many checkboxes are marked. This calculation includes the metric checkboxes from all reviews on the application.

The event review checklist for the CHAOSS Badging Project can be found [here](https://github.com/badging/event-diversity-and-inclusion/blob/master/.github/checklist.md).

### Working with the Review Checklist

DEI Badging reviews are checklist-driven. A review checklist will be generated for each reviewer to work through when reviewing the submission. Reviewer tick the checkboxes which they think the event aligns with the criteria.

The review process completes when the applicant is satisfied with the current badge status or the applicant will no longer provide information. Reviewers are encouraged to ask applicants for more information through issue comments.

### Initial Checks

Below is an explanation of each initial check:


	The Event is about Open Source technologies and systems. This is not always easy to understand without talking to the event team. In most cases, this can be explained by the event website in combination with the applicant’s description. Ask the applicant if you need more information.


	The Event information is publicly available on a website. Observe the event website to understand whether the event information is public.


	The Event Code of Conduct is publicly available. Try to find the Event Code of Conduct on the event’s website or other public places.


	The applicant is the organizer of the event. The applicant must be involved in planning and developing the event.




Ensure all the initial checks are marked before proceeding with Metric based checks. If the event does not qualify from the initial checks, thank the applicant for their time and connect with the moderator team to end the review.

Use the website provided in the application to everyone’s advantage! Most of the data you collect to make your decisions should come from the event website.

#### Speaker Demographics and Inclusivity


	Measuring demographics: Ensure that the website clearly states the process by which they measure and use their demographic data of speakers.


	Displaying demographics: This information could be in a PR statement, press release, or otherwise, but it must be easy to access.




#### Attendee Demographics and inclusivity


	Measuring Demographics: Ensure that the website clearly states the process by which they measure and use their demographic data of attendees.


	Displaying demographics: This information could be in a PR statement, press release, or otherwise, but it must be easy to access.


	Attendee Inclusivity: Ensure the event possesses explicit measures to promote attendee inclusivity. An event should at least requests feedback from attendees. Ask the applicant if you need more information.




#### Code of Conduct at Event (CoC)


	Findability: Observe the event website to see whether the CoC is easy to find.


	Clarity: Read the CoC, make sure the CoC provides a clear definition of proper conduct at the event and behaviors that should not be tolerated.


	Reporting venue: Ensure that the event has a venue for all event participants to report violations of CoC. The information about the reporting venue should be public on the event website or other places.


	Support at Event:  Read the CoC and ensure it contains information on possible methods to provide support to victims of inappropriate behavior.


	Enforcement: Ensure the event has a definite process to display the CoC and a clear request for them to accept it.




#### Diversity Access tickets


	Availability: Ensure that the event provides one or more Diversity Access Tickets.


	Ticket allocation: Allocating different kinds of tickets may always be a process that operates internally, try to find out the process based on the description provided by the applicant and ask for more information if required.


	Findability: The information on diversity access tickets is not necessarily posted on the event website, it can also be on a ticketing system or other places, but this should be at least public and findable.




####  Family Friendliness

The Review Checklist for Virtual Event won’t have this metric.


	Availability: Ensure that the event provides one or more services/facilities for families.


	Findability: Observe the event website to see whether information regarding family friendly services provided at the event is easy to find.






            

          

      

      

    

  

    
      
          
            
  # DEI Badging Roles

## Roles

Different roles undertake different responsibilities in D&I Badging workflow. The Badging roles are applicants, reviewers, moderators, and maintainers.  These roles exist to ensure submissions and reviews are smooth and efficient. This is especially true for the GitHub section of the workflow.

Applicants and reviewers are the most fundamental and indispensable roles of D&I Badging since they are a part of the core sections of the badging workflow: applying and reviewing. Besides this, we also need moderators to coordinate between applicants and reviewers, and maintainers who are responsible for the whole project.


	An applicant is a person who initiates a badge submission and opens an issue on GitHub.


	A reviewer is a person who reviews the submission, complete the checklist, and gives feedback through issue comments.


	A moderator is a person who facilitates the interaction between the applicant and the reviewer within an issue.


	A maintainer is a person who takes overall responsibilities within D&I badging project, making sure everything works regularly.




As most of the responsibilities are related to the workflow on GitHub, it’s important to understand that each role has its GitHub permission that specified what can do and what should be avoided. See the permission table below.

### Permission Table (from our GitHub org)


Repository Permission | Applicant | Reviewer | Maintainer | Moderator |

:— | :— | :— | :— | :— |

Create a CHAOSS Badging application | Y | N | N | N |

Edit the Review Checklist | N | Y | N | N |

Request reviews | N | N | N | Y |

Edit the opening Issue comment | Y | N | N | N |

Generate the Badge | N | N | N | Y |

Close the Issue | N | N | Y | Y |



In each subsection, we will elaborate on responsibilities and GitHub permissions of different kinds of roles, and provide information about the frequently asked questions.



            

          

      

      

    

  

    
      
          
            
  # Applicant

## Responsibilities

Applicants would be the primary stakeholders for any CHAOSS Badging review. They will be responsible for:


	Applying for a CHAOSS D&I Badge.


	Improving their application according to reviewer feedback.


	Provide a point of contact between their own community and CHAOSS.




## GitHub Permissions

Applicants will be able to:


	Submit an application for a Badging review.


	Edit details and make improvements in their application.




Applicants will explicitly not be able to:


	Edit the Review Checklist.




## FAQ

Q What kind of commitment is the application process for an Event Badge?
A The initial form will likely take about 15 minutes to fill out. After submitting your application, you are required to communicate, at least a few times, to ensure that the information is accurate and confusion is resolved. You must also confirm that the badge your event receives is clear.

Q We are looking forward to answering more questions!



            

          

      

      

    

  

    
      
          
            
  # Maintainer

## Responsibilities

The responsibility of a maintainer would be to ensure that the whole project is under control, and completing the processing of a Badging application. A maintainer will also maintain the reviewer team and responsible for the training of new reviewers.

## GitHub Permissions

A maintainer will be expected to:


	Assign reviewers and add their GitHub handles to .github/reviewers.md.




Maintainers won’t be expected to:


	Edit the Application, Review Checklist, and comments directly.




## FAQ

Q What kind of commitment is required to maintain for Event Badging?
A Maintaining the project requires sufficient command of the Badging workflow and long-term connection to the community. We expect, at the highest load, for the project to require about 20 minutes every couple of days for each maintainer.

Q What are the sources of maintainers for  CHAOSS D&I Badging Project?
A Maintainers are long-standing members of the CHAOSS community that become core-contributors to the D&I Badging Project. To become a maintainer, a contributor needs to show constant activity related to the project.


Q We are looking forward to answering more questions!






            

          

      

      

    

  

    
      
          
            
  # Moderator

## Responsibilities

This will be a role that will belong to participants who would help in closing a Badging Application and declaring the final badge for an application.

## GitHub Permissions

A moderator will be expected to:


	Ensure all the Initial Checks are marked positive in both checklists.


	Confirm the Review Checklists are adequately marked by the reviewers.


	When the review ends, comment /end to mark the application as closed. This will generate the badges which the Applicant can use.




## Moderator guide

Moderators are responsible for ensuring that reviewers and applicants understand the Badging workflow. This is done through issue comments, pull request comments, and other Badging discussions. The Moderators in the Badging organization are required to have a strong understanding of D&I practices within an open-source organization.

### Roles of the Moderator


	Generate a badge when the reviewers have filled out the checklist and the applicants have implemented all feedback.


	Provide advice and understanding where applicants and reviewers are having trouble.




## FAQ

Q What kind of commitment is moderating for Event Badging?
A We see a lot of variables affecting this time commitment, including our number of moderators and the number of applicants. We expect, at the highest load, for the project to require about 20 minutes every couple of days for each moderator. As we get more moderators into the project, that commitment will shrink.

Q What happens if a reviewer is not responding or providing a review?
A In this case, we use a week in real-time as our metric. If the reviewer has been assigned for a week and has not provided their review or responded to requests, you can unassign them. At this point, you must also assign a new reviewer. You can use your judgement to request a reviewer that you haven’t seen on any events recently, or someone that you know will be reliable.

Q We are looking forward to answering more questions!

## References


	[https://haacked.com/archive/2019/06/03/suggested-changes/](https://haacked.com/archive/2019/06/03/suggested-changes/)






            

          

      

      

    

  

    
      
          
            
  # Reviewer

## Responsibilities

The reviewer role would belong to people who would be responsible for reviewing the details submitted by an applicant. Reviewers will have access to the review checklist. The review checklist is a reviewing guide, which is a list written in Markdown, detailing the criteria a submission has to be measured against.

## GitHub Permissions

Reviewers will be able to:


	Edit their own comments.


	Edit the Review Checklist.




Reviewers will explicitly not be able to:


	Edit an applicant’s comment.




## FAQ

Q What kind of commitment is reviewing for Event Badging?
A We see a lot of variables affecting this time commitment, including our number of reviewers and the number of applicants. We expect, at the highest load, for the project to require about 20 minutes every few days from each reviewer. At lowest, we’d expect 20 minutes or so every few weeks.

Q We are looking forward to answering more questions!



            

          

      

      

    

  

    
      
          
            
  # Centering Diversity, Equity, and Inclusion in – name of your project –

This document demonstrates how we in – name of your project – are committed to centering diversity, equity, and inclusion in the work that we do. The following are four CHAOSS DEI metrics and how we address them in the – name of your project –.

## [Newcomer Experience](https://docs.google.com/document/d/1EbLKdac1IysMO9f3pQZBAUVNWLZ5S6BRUU3KYYx9r30/edit?usp=sharing)
Provide evidence as to how your community addresses the newcomer experience.

## [Project Burnout](https://chaoss.community/metric-project-burnout/)
Provide evidence as to how your community addresses project burnout.

## [Recognizing Contributors](https://chaoss.community/metric-contributors/)
Provide evidence as to how your community recognizes a wide varity of contributors.

## [Inclusive Leadership](https://chaoss.community/metric-inclusive-leadership/)
Provide evidence as to how your community addresses inclusive leadership.



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Project Badging Submission Guidelines


	Make sure all the [requirements](./requirements.md) are fulfilled before initiating a CHAOSS Project Badging application.


	Fill out the [CHAOSS Project Badging application form](https://github.com/badging/project-diversity-and-inclusion/blob/master/.github/ISSUE_TEMPLATE/ProjectApplication.yaml)


	Post an issue in your community issue tracking system that signals to your community that a CHAOSS Project Badging application has been made.


	Communicate with CHAOSS reviewers during the review process and update your application/project based on their feedback.


	
	The review ends when either:
	
	All required metric checks are satisfied


	No more feedback can be put into action








When either of these conditions are met, the moderator assigns the Badge for the project through the review issue.






	The whole process ends when the Badge is added to the master branch.






            

          

      

      

    

  

    
      
          
            
  # CHAOSS Badging Project submission requirements

## Project status requirements


	Link to the project’s repository or website


	Project documentation is publically available


	Project contents in a repository that is publicly available


	Project links to the following:






	A [diversity-equity-inclusion.md](https://github.com/badging/project-diversity-and-inclusion/blob/master/resources/diversity-equity-inclusion.md) file describing attention to DEI-related CHAOSS metrics.


	A Code of Conduct file.






	A Contributing Guidelines file.


	A README file that clearly defines the objectives of the project.


	An [OSI-approved license](https://opensource.org/licenses) or [SPDX](https://spdx.org/licenses/) licence file(s).












            

          

      

      

    

  

    
      
          
            
  # Contributing to CHAOSS

Thank you for your interest in contributing! 🎉

The general contributing guidelines can be found [here](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md)

## Specific instructions for this repository

None



            

          

      

      

    

  

    
      
          
            
  # Code of Conduct

Please refer to the [CHAOSS Community Code of Conduct](https://github.com/chaoss/governance/blob/master/code-of-conduct.md)

Instances of abusive, harassing, or otherwise unacceptable behavior may be reported by contacting the CHAOSS Code of Conduct Committee via email: <chaoss-inclusion@lists.linuxfoundation.org>



            

          

      

      

    

  

    
      
          
            
  ## Use the following link to access the latest CHAOSS Slide Deck Template

https://docs.google.com/presentation/d/1issLzBwMoVJybKFpB4hXR-DTdZ0SHVYADPkRSlhc1-I/edit#slide=id.g1385ab96aac_1_163



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Committees

### CHAOSS Project

A Linux Foundation open source project that advances our understanding of and tools for open source community health. Check out the [CHAOSS website](https://chaoss.community/).

### Contributor

Any person who participates in and contributes to the CHAOSS community.

### Organization

An organization represents a company or legal entity in the world engaging with the CHAOSS project.

### Community

A community is the people who share a common interest. The CHAOSS community consists of various diverse people who work on different interests related to open source community health.

### Community Members

A self-selected group of people who associate with the CHAOSS Community, no contribution required.

### Core Contributors

The people who are major contributors to CHAOSS through long-term participation in any working group.

### Maintainer

A contributor who has the ability to commit directly to a project’s repository and are responsive to contributions or changes from other Contributors. Maintainers are listed in the README of each repository.

### Working Groups

A group of people working together to achieve a specific goal. Within the CHAOSS community, these are established and maintained by project contributors to advance project work. Working Groups focus on a specific metric, methodological, ethical, and technical issues associated with open source community health.

### Governance Board

The Governance Board is responsible for the overall oversight of the CHAOSS Project and coordination of the efforts of any Technical Committees and Working Groups inside the CHAOSS community.

### Event Attendee

People who register to attend a CHAOSS Project event.

### CHAOSScon Organizing Committee Member

A person who is a part of the organizing team of the CHAOSS conference - CHAOSScon.

### CHAOSS Metric Release Collaborator

The people who work for the successful release of metrics by coordinating with working groups and releasing it under the CHAOSS website.

### Mailing List Moderator

A person within the community that takes care of the moderation mail list requests.

### CoC Enforcement Team Member

A person who responds to the CoC incident reports made on the mailing list.

### Twitter Manager

The person who handles the CHAOSS Twitter handle and who is responsible for likes, re-tweets, and sharing status updates from [@CHAOSSproj](https://twitter.com/CHAOSSproj).



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Community Mentorship Terminology

## Organization Administrator

The members of the CHAOSS community who manage CHAOSS’s participation in various programs like [Google Summer of Code](https://summerofcode.withgoogle.com/), [Google Season of Docs](https://developers.google.com/season-of-docs), [Outreachy](https://www.outreachy.org/), [She Code Africa Contributhon](https://shecodeafrica.org/programs/contributhon-1), [Open Source Promotion Plan](https://summer-ospp.ac.cn/).

## Mentors

Mentors are people from the CHAOSS community who volunteer to work with a student. Mentors provide guidance such as pointers to useful documentation, code reviews, etc. In addition to providing students with feedback and pointers, a mentor acts as an ambassador to help student contributors integrate into their project’s community. CHAOSS community has mentors helping in [Google Summer of Code](https://summerofcode.withgoogle.com/), [Google Season of Docs](https://developers.google.com/season-of-docs), and [Outreachy](https://www.outreachy.org/), [She Code Africa Contributhon](https://shecodeafrica.org/programs/contributhon-1), [Open Source Promotion Plan](https://summer-ospp.ac.cn/).

## Mentee/Student

Mentees are the aspirants who participate under the CHAOSS community through open-source programs like [Google Summer of Code](https://summerofcode.withgoogle.com/), [Google Season of Docs](https://developers.google.com/season-of-docs), and [Outreachy](https://www.outreachy.org/), [She Code Africa Contributhon](https://shecodeafrica.org/programs/contributhon-1), [Open Source Promotion Plan](https://summer-ospp.ac.cn/).

## CHAOSS Mentorship Alumni

CHAOSS Mentorship Alumni is a directory as a specific page on the CHAOSS website which hosts the records of all the mentees who have worked with CHAOSS in any of the open-source programs in the past. [Check it out here](https://chaoss.community/chaoss-mentorship/)



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Specific Terms

### 🔎 Open Source Community Health

The potential that an open-source software community continues developing quality software.

### 👨💻 Code Review

It is a software quality assurance activity under the CHAOSS that consciously and systematically convenes with one’s fellow programmers to check each other’s code for mistakes, and shows acceleration and streamlines towards the process of software development by following best practices.

### 📔 Open Source Software Metric

> Without data, you’re just a person with an opinion
>
> – [W. Edwards Deming](https://en.wikipedia.org/wiki/W._Edwards_Deming)**, Statistician**

The open-source software metric within the CHAOSS project is a documented way of measuring and tracking the success of any open-source software/community. [Read more about Open Source Software Metric](https://chaoss.community/metrics/)

### 🎉 Metric Release

The release of CHAOSS metrics represents the published work being done by CHAOSS Metrics Working Groups. The metrics are officially released biannually following a 30 day comment period. [Read more about Metric Release](https://chaoss.community/release-history/).

### 🎯 Focus Area

The focus area is a set of goals around which any open source software metric is defined. Inside CHAOSS, there are different Working Groups who have defined their own focus area around specific metrics.

### 🎪 CHAOSScon

CHAOSScon is a conference organized by CHAOSS Community annually which fosters around the topics -  open source project health, CHAOSS updates, use cases, and hands-on workshops for developers, community managers, project managers, and anyone interested in measuring open source project health. It also shares insights from the CHAOSS working groups on _Diversity and Inclusion_, _Evolution_, _Risk_, _Value_, and _Common Metrics_. [Read more about CHAOSScon](https://chaoss.community/CHAOSScon-2020-NA/).

### 🎙 CHAOSScast

The CHAOSS Community podcast that elevates conversations about metrics, analytics, and software for measuring open source community health. [Read more about CHAOSScast](https://podcast.chaoss.community/).

### 📙 CHAOSSblog

CHAOSSbog is the CHAOSS community blog hub hosted on the website for which anyone can contribute to getting published on the CHAOSS website. [You can find CHAOSSblog here](https://chaoss.community/blog/)

### ![](../../assets/free-youtube-logo-icon-2431-thumb.png) CHAOSStube

It is the central directory - Youtube, where you can find all the recorded community meeting calls that are held within the CHAOSS Community. [You can find them here](https://www.youtube.com/c/CHAOSStube/featured)

### 📰 CHAOSSweekly

It is the directory where all the weekly newsletters are hosted. [Read more about CHAOSSweekly](https://chaoss.community/news/)

### ✍ Charter

The **Charter sets forth the responsibilities and procedures for technical contribution to and oversight of, the CHAOSS – Community Health Analytics Open Source Software Project (the “Project”) within The Linux Foundation. Contributors to the Project must comply with the terms of the Charter as well as any applicable policies of The Linux Foundation. [**Read about Charter](https://chaoss.community/about/charter/)



            

          

      

      

    

  

    
      
          
            
  # Terminology Usage

For clear and consistent communication, it’s important to always use the correct terminology. Remember:


	If you’re unsure which term to use, look for existing terminology


	Never create a new term when an existing one is available to you.


	Be extremely cautious when using jargon words They can confuse new users and cause problems with internationalization.




### Capitalization

The below terms are used as a proper noun (name) for a specific role or entity. Please capitalize on the following terms in the documentation and in the app

Example: _GrimoireLab is a CHAOSS toolset for software development analytics._


	Augur


	Cregit


	CHAOSS


	CHAOSScon


	CHAOSScast


	CHAOSSweekly


	CHAOSSblog


	CHAOSStube


	Google Summer of Code


	Google Season of Docs


	GrimoireLab


	Outreachy




The below words are used a lot in common language and don’t need to be capitalized all the time, but when referring specifically within the documentation it is like a proper name, so it can be capitalized to better communicate what you mean.

Example: _CHAOSS metrics are sorted into Focus Areas._


	Code of Conduct


	Common Metric


	Contributor


	Diversity & Inclusion


	Evolution


	Focus Area


	Governance Board


	Mentors


	Mentee


	Metric


	Metric Release


	Open Source Community Health


	Organization Administrators


	Risk


	Value


	Working Groups




### Abbreviations

You may find the words written within the documentation, website, or Github repositories in the abbreviated form. Below are the words with their full forms:


	CHAOSS - Community Health Analytics Open Source Software


	WG - Working Group


	DEI - Diversity, Equity and Inclusion


	GB - Governance Board


	CoC - Code of Conduct


	GSoC - Google Summer of Code


	GSoD - Google Season of Docs


	LF - The Linux Foundation






            

          

      

      

    

  

    
      
          
            
  # CHAOSS Community Working Group Terminology

## Working Groups around Metric

### Common

The group that focuses on defining the metrics that are used by both working groups or are important for community health, but that does not cleanly fit into one of the other existing working groups.

### Diversity, Equity & Inclusion

The group that aims to bring together experiences measuring diversity and inclusion in open source projects.

### Evolution

The group which focusses on refining the metrics that inform evolution and to work with software implementations.

### Risk

The group which focuses on compliance and risk metrics.

### OSPO

The group aims to advance how organizations understand the value that open source projects can provide as well as the value of these programs / initiatives.

## Working Groups around Software

### GrimoireLab

This working group connects the GrimoireLab software development with metrics work in other CHAOSS working groups.

### Augur

This working group connects the Augur software development with metrics work in other CHAOSS working groups.

## Working Groups around User Groups

### Application Ecosystem

This working group applies CHAOSS metrics in the context of an open-source app ecosystem. The mission of this working group is to build a base set of metrics that is focused on the needs of open source communities that are part of the FOSS app ecosystem.

### Diversity, Equity & Inclusion Badging

The working group that encourages projects and events to obtain D&I badges for reasons of pride, leadership, self-reflection, and self-improvement on issues critical to building the Internet as a social good.



            

          

      

      

    

  

    
      
          
            
  # CHAOSS <wg-name> Working Group

Badges (If Any)

## Table of Contents


	[Introduction](#introduction)


	[Participate](#participate)


	[Contributing](#contributing)


	[Metrics](#metrics)


	[Contributors](#contributors)


	[License](#license)




## Introduction

### Goals

A brief description about the goals of the working group.

### Purpose

Answers to why the working group was formed.

### Who should join this working group?

Interests and requirements of the working group.

### Background


	History of the working group


	Name changes in past (if any)


	Any other relevant past information




## Participate

### How to Join Us?

A section guiding the user on how to join the working group.


	Link to the Agenda/Meeting-Minutes document


	Link to the [Participate](https://chaoss.community/participate/) page on the website




Link to [Code of Conduct](https://github.com/chaoss/governance/blob/master/code-of-conduct.md)

## Contributing

See the [CONTRIBUTING.md](CONTRIBUTING.md) for more info.

## Metrics

### Focus-Areas and Goals

Focus Area | Goal
— | —
[Focus Area 1](focus-areas/focus-area-1) |
[Focus Area 2](focus-areas/focus-area-2) |
[Focus Area 3](focus-areas/focus-area-3) |
[Focus Area 4](focus-areas/focus-area-4) |

### Released Metrics
A section guiding the user to the released metrics.


	Link to the [metrics](https://chaoss.community/metrics/) page on the website




Link to the [translations](https://github.com/chaoss/translations) repository.

## Contributors

### Chairs

List containing names of contact persons (linked to their Github profiles) for the working group.


	

	



### Amazing CHAOSS Project Contributors

Link to [contributors](https://chaoss.community/metrics/#user-content-chaoss-contributors-include) listed on the website.

## License

See [LICENSE](LICENSE) file.

Copyright © 202X - CHAOSS, a Linux Foundation Project



            

          

      

      

    

  

    
      
          
            
  # Templates for focus-areas READMEs in WG repositories

This  file is divided into 2 parts:
1. Template for WG/focus-areas/README.md
2. Template for WG/focus-areas/<focus-area-name>/README.md

## Template for WG/focus-areas/README.md

The following template describes the structure of READMEs for focus-areas in each WG repositories:

```
# Focus Areas

The <wg-name> metrics are organized in focus areas:


Focus Area  | Goal |

— | — |

[Focus-area-1](focus-area-1)  | Focus-area-1 goal  |

[Focus-area-2](focus-area-2)  | Focus-area-2 goal  |

[Focus-area-3](focus-area-3)  | Focus-area-3 goal  |



```

Here, focus-area-1 is a hyperlink to the corresponding focus-area.

We request use of a specific relative path format:
* focus-area-1
* (don’t use this:) ./focus-area-1
* (don’t use this:) ./focus-area-1/
* (don’t use this:) focus-area-1/

## Template for WG/focus-areas/<focus-area-name>/README.md

The following template describes the structure of READMEs in each focus-area:

```
# <focus-area name>

Goal: <focus-area goal>


Name  | Question |

— | — |

[Metric-1](metric-1)  | Metric-1 question  |

[Metric-2](metric-2)  | Metric-2 question  |

[Metric-3](metric-3)  | Metric-3 question  |



```

Metric-1 contains a relative path to the corresponding metric markdown file.

Same as before, we have a specific representation for this relative path:


	metric-1.md


	(don’t use this:) ./metric.md


	(don’t use this:) ./metric.md/


	(don’t use this:) metric.md/






            

          

      

      

    

  

    
      
          
            
  —
name: Metrics Release Candidate
about: Use this template for new metrics
labels: [‘Metrics Candidate Release’]

—

This issue is created to collect comments on the <<NAME OF METRIC>> metric

This metric can be found here: <<LINK TO MARKDOWN VERSION OF THE METRIC>>

## CHAOSS Metric Quality Checklist
This checklist is used for new metrics to ensure we follow CHAOSS quality standards and processes.

### Process


	[ ] Add the new metric to release notes issue in working group repo.


	[ ] Add metric to the WordPress website.


	[ ] Update the [Metrics Spreadsheet](https://docs.google.com/spreadsheets/d/1tAGzUiZ9jdORKCnoDQJkOU8tQsZDCZVjcWqXYOSAFmE/edit) to indicate that the metric is under community review and add the Page Id. Update context tags and keywords if necessary.


	[ ] Create PR to add Page ID # to the stable reference URL at the bottom of the metrics markdown page.




When above steps are completed:

### Content Quality
- [ ] Required headings, context tags, and keywords have content
- [ ] If any, ensure links to other CHAOSS metrics work
- [ ] Optional headings that have no content are removed
- [ ] Contributors section lists those contributors that want to be named
- [ ] The name of the metric is the same in all locations

### Technical Requirements


	Message that the metric will be part of the next regular release is at top of page:




### This metric is a release candidate. To comment on this metric please see Issue [#[put the respective Issue Number here]](URL to issue). Following a comment period, this metric will be included in the next regular release.


	Metric file name is the full metric name and only contains lower case letters and hyphens (“-”) for spaces


	Images are included using markdown and absolute links (as described in the metrics template)


	Images have at least one empty line above and below them


	Ensure images are placed in image folder and followed [naming convention](https://github.com/chaoss/metrics/blob/master/resources/metrics-template.md)


	Ensure tables within metric are converted as images and placed in the image folder (both original MD and screenshotted PNG format) and follow the naming convention


	No HTML code in the metrics markdown.






            

          

      

      

    

  

    
      
          
            
  # Name of Metric

Question:

Context Tags: [1 to 2 Context Areas from [list](https://docs.google.com/document/d/1zLZeN1hTt62l5vYq1x0pN2htUgaPF3A1r6NlxgjAK6c/) - comma delineated]
Keywords: [3 to 5 Search keywords - working group, related terms, and synonyms comma delineated]

## Description
A description of what the metric is and what it captures.

## Objectives
Provide several listed points that clearly describe why someone wants to measure this metric and what can be known with it. As examples:


	A community manager is interested in this metric because…


	An OSPO manager is interested in this metric because…


	An event organizer is interested in this metric because…




Each metric has the potential to influence diversity, equity, and inclusion on an open source project. Please consider these factors when framing metrics objectives.

## Implementation
Provide details on how to measure the metric, collect the data, and analyze it. The following sub-headings should be used to define the implementation. Each of the sub-headings are optional but help structure the different aspects of implementation.

### Filters (optional)
Include filter that could be used in relation to the metric. These could include timeframes, geographic locations, or different populations of people.

### Visualizations (optional)
Include visualizations such as screenshot of the metric. There may be many more visualizations for this metric, we only want to provide a flavor for what this metric is about. Please provide attribution where the screenshot was taken, e.g., what software.

### Tools Providing the Metric (optional)
Metric must be currently deployed/available, in contrast to a tool having the “potential” to provide the metric. Provide direct link to implementation/documentation, if applicable.

### Data Collection Strategies (optional)
If there are several different ways to collect data for this metric, list them here.
This may include expressing a metric in different ways.

## References
Blog posts, websites, academic papers, or books that mention the metric and provide more background.

## Known Contributors
List of people who would like to be mentioned as contributors to this metric.

## Data Ethics Statement
The usage and dissemination of health metrics may lead to privacy violations. Organizations may be exposed to risks. These risks may flow from compliance with the GDPR in the EU, with state law in the US, or with other laws. There may also be contractual risks flowing from terms of service for data providers such as GitHub and GitLab. The usage of metrics must be examined for risk and potential data ethics problems. Please see [CHAOSS Data Ethics document](https://github.com/chaoss/community/blob/main/data-use-statement.md) for additional guidance.



            

          

      

      

    

  

    
      
          
            
  # Metrics Model Title

## Why It Matters
Provide text to explain to a reader why they should care about the metrics model. This description should be 1-2 sentences.

## User Stories
Provide text to the different types of users of this metrics model. This could include various roles including OSPO members, community managers, open source software users, and volunteer contributors. This should be in the form of a bulleted list for each of the provided user stories.

## Metrics in the Metrics Model
- Metric 1 (Link to metric on the CHAOSS website if applicable, brief description of the metric, and the suggested timeframe associated with data collection if applicable)
- Metric 2 (Link to metric on the CHAOSS website if applicable, brief description of the metric, and the suggested timeframe associated with data collection if applicable)
- And so on

## Data Insights (Optional - Can be included after deployment)

### Background of the Investigated Context (Optional - Can be included after deployment)
Provide text as to the sample evaluation that is occurring for this metrics model. This can include a description of the open source community or communities from which the sample data is taken for the sample insights.

### Insights Drawn from the Metrics Model (Optional - Can be included after deployment)
Provide text and visualizations that describe how the unified metrics model is used to draw insights from the evaluated community or communities.

### Metric Specific Insights Drawn from the Metrics Model (Optional - Can be included after deployment)
Provide text and visualizations that describe how each individual metric in the metrics model can be used to draw insights from the evaluated community or communities.

## Metrics Model Validated By (Optional)

## References

## Contributors



            

          

      

      

    

  

    
      
          
            
  —
name: Revising a Metric
about: Use this template for revising a CHAOSS metric
labels: ‘Revising Metic’

—

### Name of the Metric Being Revised
<!– Provide the name of metric and the link to the metric markdown file. –>

### Link to Original Metric Release Issue
<!– Provide the GitHub issue link associated with the original metric release. –>

### Specific Metric Details that Require Attention
<!– Using a list, explain specific parts of the metric that you recommend should be revised. –>


	Item 1


	Item 2


	Item 3




### Checklist
<!– This checklist is used for revised metrics to ensure we follow CHAOSS quality standards and processes. Below checklist items don’t have to be completed all at once: create the metric release candidate issue first and then start working on the checklist. –>

#### Process
The revision process should address issues related to copyediting, correct template structure, apporpriate links, and updated language. If substantial changes are made to the definition of a metric during the revision process, the working should determine if the edits warrant sending the metric through the full review and release process.


	[ ] Create the “revising metric” labeled issue in the authoring WG’s repo for comments during review period


	[ ] Create pull request of revised metric to WG’s repo (after checking Content Quality and Technical Requirements below)


	[ ] Create issue in [CHAOSS/Translations repository](https://github.com/chaoss/translations) to kick-off translation to other languages (please use the the translation issue template)


	[ ] - [ ] Update the [Metrics Spreadsheet](https://docs.google.com/spreadsheets/d/1tAGzUiZ9jdORKCnoDQJkOU8tQsZDCZVjcWqXYOSAFmE/edit) to indicate that the metric is revised metric or is under review




If the metric is under review
- [ ] Add the metric revision to release notes issue in working group repo
- [ ] “Metric Candidate Release” label added to the metric release candidate issue when fully ready fo release

When above steps are completed:


	[ ] Announce new/updated metric on mailing list, newsletter, community Zoom call, and Twitter. This can be coordinated with the community manager and can be done as a collective of all revised metrics from the CHAOSS community.




#### Content Quality (check all that apply)


	[ ] Date of last review has been added to the revised metric at the bottom of the markdown file (month/year)


	[ ] Formatting changes have been made


	[ ] Minor editorial changes have been made


	[ ] Major editorial changes have been made (consider sending this through the full review and release process)


	[ ] Metric adheres to the current [metrics template](https://github.com/chaoss/community/blob/main/templates/metric-template.md)


	[ ] Metric name has changed and necessary updates are made to the WG README table and metrics tracking spreadsheet




#### Technical Requirements for any Revisions


	[ ] Metric file name is the full metric name (and the name is the same everywhere) and only contains lower case letters and hyphens (“-”) for spaces


	[ ] Images are included using markdown and absolute path links (as described in the metrics template)


	[ ] Images have at least one empty line above and below them


	[ ] Images are placed in image folder and followed [naming convention](https://github.com/chaoss/community/blob/main/templates/metric-template.md)


	[ ] If new a focus area is created, ensure focus area is added to wg repo readme and focus area folder readme


	[ ] There is no HTML code in the metrics markdown file






            

          

      

      

    

  

    
      
          
            
  # CHAOSS Code of Conduct

## Our Pledge

In the interest of fostering an open and welcoming environment, we as
contributors and maintainers pledge to make participation in our project and
our community a harassment-free experience for everyone, regardless of age, body
size, disability, ethnicity, gender identity and expression, level of experience,
education, socio-economic status, nationality, personal appearance, race,
religion, or sexual identity and orientation.

## Our Standards

Examples of behavior that contributes to creating a positive environment
include:


	Using welcoming and inclusive language


	Being respectful of differing viewpoints and experiences


	Gracefully accepting constructive criticism


	Focusing on what is best for the community


	Showing empathy towards other community members




Examples of unacceptable behavior by participants include:


	The use of sexualized language or imagery and unwelcome sexual attention or
advances


	Trolling, insulting/derogatory comments, and personal or political attacks


	Public or private harassment


	Publishing others’ private information, such as a physical or electronic
address, without explicit permission


	Other conduct which could reasonably be considered inappropriate in a
professional setting




## Our Responsibilities

Project maintainers are responsible for clarifying the standards of acceptable
behavior and are expected to take appropriate and fair corrective action in
response to any instances of unacceptable behavior.

Project maintainers have the right and responsibility to remove, edit, or
reject comments, commits, code, wiki edits, issues, and other contributions
that are not aligned to this Code of Conduct, or to ban temporarily or
permanently any contributor for other behaviors that they deem inappropriate,
threatening, offensive, or harmful.

## Scope

This Code of Conduct applies both within project spaces and in public spaces
when an individual is representing the project or its community. Examples of
representing a project or community include using an official project e-mail
address, posting via an official social media account or acting as an appointed
representative at an online or offline event. Representation of a project may be
further defined and clarified by project maintainers.

## Enforcement

Instances of abusive, harassing, or otherwise unacceptable behavior may be
reported by contacting the CHAOSS Code of Conduct Team at
<chaoss-inclusion@lists.linuxfoundation.org>. All
complaints will be reviewed and investigated and will result in a response that
is deemed necessary and appropriate to the circumstances. The project team is
obligated to maintain confidentiality with regard to the reporter of an incident.
Further details of specific enforcement policies may be posted separately.

Project maintainers who do not follow or enforce the Code of Conduct in good
faith may face temporary or permanent repercussions as determined by other
members of the project’s leadership.

We will respect confidentiality requests for the purpose of protecting victims
of unacceptable behavior. At our discretion, we may publicly name a person about
whom we’ve received unacceptable behavior complaints, or privately warn third
parties about them, if we believe that doing so will increase the safety of
CHAOSS members or the general public. We will not name victims without their
affirmative consent.

The CHAOSS Code of Conduct Team will report on a yearly basis the number of
incidence reports. The CHAOSS Code of Conduct Team shall consist of three members
elected by the community every two years or when needed.

## Who to Contact

The following people comprise the CHAOSS Code of Conduct Team and are the only
recipients of <chaoss-inclusion@lists.linuxfoundation.org>:



	Nicole Huesman


	Armstrong Foundjem


	Georg Link







## Attribution

This Code of Conduct is adapted from the [Contributor Covenant][cc-homepage], version 1.4,
available at https://www.contributor-covenant.org/version/1/4/code-of-conduct.html
and the [Geek Feminism][gf-homepage] Code of Conduct,
available at https://geekfeminism.org/about/code-of-conduct/

[cc-homepage]: https://www.contributor-covenant.org
[gf-homepage]: https://geekfeminism.org/

## Version History


	v1.2 update Code of Conduct Team based on [vote results](https://civs.cs.cornell.edu/cgi-bin/results.pl?id=E_eb0e86af55a181a9) on June 12, 2018


	v1.1 proposed on April 2, 2018; accepted by CHAOSS Governing Board on May 1, 2018
- update email address
- change requirements for Code of Conduct team to be more inclusive
- change to three members of the team to have a tie-breaking vote


	v1.0 adopted through a CHAOSS Governing Board vote from February 12, 2018


	
	v1.0 proposed on [January 27, 2018](https://github.com/chaoss/governance/pull/3#issuecomment-360939881) by the working group consisting of:
	
	Alexander Serebrenik


	Georg Link


	Jesus M Gonzales-Barahona


	Ray Paik


	Sean Goggins


	Vicky Janicki














            

          

      

      

    

  

    
      
          
            
  # CHAOSS Data Policies

Last updated: August 2021

## Community Data Policy

As an open source community, we detail here our approach to providing privacy and managing personal identifiable data.

1. CHAOSS is an open source project and your messages sent to the community are often visible to all and archived long-term, including the [git log, issues, pull-requests](https://github.com/chaoss), Google docs, [meeting recordings](youtube.com/chaosstube), Slack, and [mailing lists](https://chaoss.community/participate/#user-content-mailing-list-archives).
1. Project contributors may be recognized publicly through the creation of contributor lists, referenced in publications, and mentioned in social media.
1. Data collected through submission forms will be used solely for the purpose stated on the form. Examples include conference registrations, D&I Badging, and community report requests.
1. We analyze data about the CHAOSS community, for example on the [community dashboard](https://chaoss.biterg.io/) which is hosted and provided by Bitergia. Bitergia does not use or analyze the community data for any purposes other than provide the dashboard.
1. You may get messages about CHAOSS on a variety of different channels, including notifications on [GitHub](https://github.com/chaoss), Google docs, [email list messages](https://chaoss.community/participate/#user-content-mailing-list-archives), and conference communications. We do not have a central system for opting out of communications, so we ask you to please configure each of the sources of messages to only send you notifications you want to receive. See the [Participate](https://chaoss.community/participate/) page for overview of communication channels.
1. All documented communication in the CHAOSS Project is licensed under the [MIT License](https://opensource.org/licenses/MIT).

Some of CHAOSS’s activities, such as our mailing lists, make use of infrastructure provided by the Linux Foundation or other third party service providers such as GitHub, Google, and Bitergia. For those activities, please consult the [privacy policy of the Linux Foundation](https://www.linuxfoundation.org/privacy/) or of those third parties, as applicable. The Community Data Policy stated in this document describes the intentions for how the CHAOSS community participants intend to handle personal identifiable data for operations managed by the community participants themselves.

## Personally Identifiable Information (PII) Handling

As an open source community, we detail here our approach to how we handle PII data that we may collect as the result of various CHAOSS initiatives.

1. PII that in our community data is part of our public history and will not be removed, anonymized, or redacted to preserve the authenticity of our community data. Much of the CHAOSS community data that is publicly available exists in our [GitHub](https://github.com/chaoss) work, Google docs, and [email list messages](https://chaoss.community/participate/#user-content-mailing-list-archives). This community data, as mentioned, is freely available and licensed under the [MIT License](https://opensource.org/licenses/MIT).
1. PII data that is not publicly available (e.g., conference registration data, community health report data) is inline with NIST’s _low_ impact level:


1. “The potential impact is LOW if the loss of confidentiality, integrity, or availability could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals. A limited adverse effect means that, for example, the loss of confidentiality, integrity, or availability might (i) cause a degradation in mission capability to an extent and duration that the organization is able to perform its primary functions, but the effectiveness of the functions is noticeably reduced; (ii) result in minor damage to organizational assets; (iii) result in minor financial loss; or (iv) result in minor harm to individuals.” From: [https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-122.pdf](https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-122.pdf)
1. In response, the CHAOSS project provides operational safeguards to protect non-public PII, such that this information is:


1. Only available to specific team members. For example, only CHAOSS conference committee members are able to see private data collected via conference registrations;
1. Stored in secured locations;
1. Deleted within two months after the reason for collecting the data ceased to exist.





	Incidences concerning private information can be reported to Elizabeth Barron, CHAOSS Community Manager: elizabeth@chaoss.community.








	All CHAOSS community members who have access to PII are made aware of these procedures.




## Jurisdiction

The [CHAOSS Project](https://chaoss.community/) is a [Linux Foundation Project](https://www.linuxfoundation.org/projects/) and subject to laws in the USA and California. Data is stored, to our best ability, in the USA.

You may be subject to laws that give you rights to your own data. As an open source project, you provided your data with the understanding that your data will be public and archived for the long-term. There may be other systems where we could have your data (e.g., from conference registrations) and we are happy to remove you there, please let us know.

## Metrics and Software Policy

The CHAOSS project produces [metrics](https://chaoss.community/metrics/) and [software](https://chaoss.community/software/) with the aim of helping people and organizations gain a better understanding of the health of open source projects. This aim is articulated in the [CHAOSS Project Charter](https://chaoss.community/about/charter/) and the [About CHAOSS](https://chaoss.community/about/) page. The metrics and software produced in the CHAOSS project are intended to help improve how we understand open source projects.

All work on metrics and software is done in the open, primarily on [GitHub](https://github.com/chaoss), via [mailing lists](https://chaoss.community/participate/#user-content-mailing-list-archives), and through [in-person meetings](https://chaoss.community/participate/). This work is subject to the aforementioned Community Data Policy. The use of metrics and software by specific companies, projects, or organizations is subject to the policies of their respective settings. The CHAOSS project is not responsible for the use of the metrics or software in these specific settings.

All CHAOSS-related documentation associated with the development of metrics and software is under the [MIT License](https://opensource.org/licenses/MIT). CHAOSS software is under the respective licenses:


	Augur – [MIT License ](https://opensource.org/licenses/MIT)


	MARS  – [MIT License ](https://opensource.org/licenses/MIT)


	GrimoireLab – [GPLv3](http://www.gnu.org/licenses/gpl-3.0.en.html)


	Cregit – [GPLv3](http://www.gnu.org/licenses/gpl-3.0.en.html)




For questions about our data, metrics, and software policies and to make requests to be anonymized or removed from our data, please email Elizabeth Barron, CHAOSS Community Manager, at elizabeth@chaoss.community



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Governance

The [CHAOSS Project Charter](https://chaoss.community/charter/) provides our official governance materials including the project mission, responsibilities of the Governing Board, voting process, budget, and other details about the governance of the CHAOSS project.

# CHAOSS Community Structure

The work within the CHAOSS Community happens across a variety of different groups with a Governing Board to oversee this work, but much of the day to day work happens in our Working Groups, Chapters, and Software Subprojects as defined in the sections below.

Any CHAOSS community member can participate in any of our WGs, Subprojects, and Chapters. We hope that participation in these groups will eventually allow community members to gain experience and move into leadership roles within the project as defined below.

![Governance Diagram](TODO INSERT LINK)

## Governing Board

The [CHAOSS Governing Board](https://chaoss.community/governing-board/) provides oversight for the entire CHAOSS project as defined in the [CHAOSS Project Charter](https://chaoss.community/charter/). New Governing Board members are selected by the existing Governing Board as defined in the [CHAOSS Project Charter](https://chaoss.community/charter/).

However, much of the day to day work within the CHAOSS Project is delegated to the various working groups, software subprojects, and chapters defined below. Each of these has one or more people in “Leadership” roles who are responsible for coordinating the activities and may have responsibilities to appoint other roles as defined in the sections below.

## Working Groups (WG)

WGs are responsible for metrics discussions, which can include development and maintenance of metrics / metrics models, discussions about the use of metrics, and other metrics-related discussions. New WGs can be created with community consensus and are presented to the Governing Board to solicit feedback and/or concerns.

Each WG should have the following roles (the roles are defined in the Roles and Responsibilities section below):


	Chairs (Leadership role): WGs must have at least one chair (ideally 2), but can have more.


	Maintainers (optional)


	Liaisons (optional)




The full [list of Working Groups](https://chaoss.community/kb/working-groups/) can be found on the CHAOSS website.

### Metrics Working Groups

These working groups are responsible for developing and maintaining metrics definitions and metrics models.

### Context Working Groups

Context WGs are groups of people who share similar contexts related to open source project health. Context WGs are responsible for helping put CHAOSS metrics, metrics models, and software into practice in meaningful ways across varied contexts.

### Operations Working Groups

The Operations Working Groups are supporting the metrics discussions and are responsible for various activities and operations for the CHAOSS project. In general, some of these are less formal than the other types of Working Groups. They may or may not have meetings and may not always be active (e.g., CHAOSScon).

## Chapters

Chapters are geographically-based groups who drive awareness and activities for the CHAOSS project within their region. This could include events, translation, and other activities. Whenever possible, Chapters are expected to collaborate within our Working Groups on activities that are ongoing within the CHAOSS project; for example, development of new metrics would be done within the appropriate Metrics WG.

Each chapter will have at least one Lead (Leadership role) who is responsible for coordinating activities for their region and recruiting other participants for their chapter. These chapter leads are staffed positions.

The current [list of Chapters](https://chaoss.community/kb/local-chapters/) can be found on the CHAOSS website.

## Software Subprojects

Each of these subprojects are governed by a collection of Maintainers (Leadership role), which can be found in a MAINTAINERS.md file in a subproject repository. Decisions about the project are made by consensus among these Maintainers. If there is disagreement that cannot be resolved at the subproject level, the decision should be escalated to the Governing Board as defined in the [CHAOSS Project Charter](https://chaoss.community/charter/).

The CHAOSS Project has the following Software Subprojects:


	Augur software


	GrimoireLab software




Approval for adding a new Software Subproject requires a vote of the Governing Board as defined in the [CHAOSS Project Charter](https://chaoss.community/charter/).

# Roles and Responsibilities

With the exception of the Staff Positions, community members who have a history of participation within the project can move into the various leadership roles as defined below. Current leadership of the various groups can be found on the [Teams at CHAOSS page](https://chaoss.community/kb/teams-at-chaoss/).

All of these roles are granted with some expectation of responsibility: they are people who care about the CHAOSS project and want to help it grow and improve. These are not just people who can make changes, but people who have demonstrated their ability to collaborate with the team, get the most knowledgeable people to participate, make high-quality contributions, and follow through to resolve issues and PRs. These are contributors to the project’s success and a citizen helping the project succeed.

## WG Chairs

Chairs set agendas, run meetings, and have maintainer responsibilities to make sure that the WG is keeping up with issues and PRs. Chairs have write access to the GitHub repository for their WG.

### Becoming a WG Chair

To become a chair, you should demonstrate the following:


	commitment to the CHAOSS project


	participation in WG discussions, contributions, reviews, and meetings for a period of at least 6 months


	ability to define metrics, write quality code or documentation, or make other substantial contributions to the community


	ability to collaborate with the team


	understanding of how the WG conducts its work (policies, processes, etc.)




New WG chairs are selected by consensus within the WG or within the community for newly forming WGs. If there is disagreement that cannot be resolved at this level, the decision should be escalated to the Governing Board.

## Liaisons

WGs, Software Subprojects, or Chapters may have a designated person responsible for liaising with other groups and providing input to all of the other groups as needed (e.g., communications, website, software subprojects). With so many groups and activities across the CHAOSS project, the Liaisons are how we keep the various groups in sync. In particular, these Liaisons play a critical role in creating feedback loops between our WGs and our software subprojects to help the CHAOSS project evolve our software to better meet the needs of the people using our software across various contexts.

### Becoming a Liaison

To become a liaison, you should demonstrate the following:


	commitment to the CHAOSS project


	participation in WG discussions, contributions, reviews, and meetings for a period of at least 3 months


	ability to collaborate with the team


	understanding of how the WG conducts its work (policies, processes, etc.)




New Liaisons are selected by Leadership for the Working Group, Software Subproject, or Chapter to be represented.

## Maintainers

CHAOSS Maintainers have write access to the project GitHub repository. They can merge their own patches or patches from others. Maintainers collectively manage the project’s resources and contributors.

### Becoming a Maintainer


	commitment to the CHAOSS project


	participation in discussions, contributions, reviews, and meetings


	perform substantial reviews for at least 5 PRs


	have at least 5 PRs merged as an author of those PRs


	ability to define metrics, write quality code / documentation, or make other substantial contributions to the community


	ability to collaborate with the team


	understanding of how the CHAOSS project conducts its work (policies, processes, etc)




Maintainers are selected by Leadership for the Working Group, Software Subproject, or Chapter to be represented.

## Staff Positions

These positions are funded through grants with input from the Governing Board.


	Community Manager


	Data Science


	Chapter Leads




## Removal

Anyone holding any role within the CHAOSS project may resign at any time without giving a reason. The CHAOSS community encourages members who hold a role to regularly assess if they plan to continue fulfilling their project duties and otherwise to resign.

Someone may also be removed after being inactive, failure to fulfill their responsibilities, violating the Code of Conduct, or other reasons. Inactivity is defined as a period of very low or no activity in the project for six months or more, with no schedule to return to full activity in that role. Involuntary removals are made by a vote of the Governing Board as defined in the [CHAOSS Project Charter](https://chaoss.community/charter/).

# Meetings

Time zones permitting, people in the roles listed above are expected to participate in the CHAOSS Weekly Sync Meeting and any other meetings relevant to their area of responsibility. Details about these meetings can be found in the [CHAOSS Calendar](https://chaoss.community/chaoss-calendar/).

# Code of Conduct

[Code of Conduct](https://chaoss.community/code-of-conduct/) violations by community members will be discussed and resolved by the Code of Conduct Enforcement Committee, which is appointed by the Governing Board.

# Modifications

Any modifications to this governance document are made by a vote of the Governing Board as defined in the [CHAOSS Project Charter](https://chaoss.community/charter/).

# Document History


	2023-06-22: Governing Board approval of this document.






            

          

      

      

    

  

    
      
          
            
  # Path to CHAOSS Leadership

## What does leadership mean to the CHAOSS community?

A leader🏅is someone who has specific decision-making power over some part of a group and thus additional accountability and can help with prioritizing and planning activities in the project.

> I think that a leader in the CHAOSS community is someone who helps advance the project by contributing directly and coordinating work with others. Leaders should regularly attend the weekly community meetings to report on the work of their respective working group.
>
> – [Georg J.P. Link](https://github.com/GeorgLink)**, Director of Sales at Bitergia; Cofounder of CHAOSS**

> Leadership sets the tone for the culture, values, and communication style for everyone else. I think a CHAOSS leader(whether it be informal or formal) should embody and foster empathy, compassion, and respect for everyone else working on the project, no matter in what capacity. I think that being an excellent communicator and having a passion for helping open source projects prioritize and measure their community’s health is also helpful.
>
> – [Elizabeth Barron](https://github.com/ElizabethN)**, Community manager at CHAOSS**

## Why is leadership important to us?

We are a volunteer-driven👥organization which means the work within the CHAOSS community is focused around the creation of metrics and software which depend upon the contributions made by external individuals and communities. We need people to direct the vision of creation, planning, and architecture of new initiatives within the community in order to drive through the better objectives.

The CHAOSS community has defined its different set of leadership roles under a specific set of [community guidelines](Link needed) and [governance](Link needed) policies.

## How to become a leader?

### Technical Leadership

Leadership that focuses on building amazing projects and good engineering teams across the community

Checklist✅ before becoming a Maintainer


	[ ] Makes consistent contributions within the CHAOSS community


	[ ] Has the ability to commit directly to a project repository


	[ ] Holds knowledge of working groups, metrics, and software


	[ ] Attends community meetings


	[ ] Holds good knowledge in helping others achieve their goals


	[ ] Has knowledge of Git and GitHub


	[ ] Understands the workflow of the Issues and Pull Requests




Checklist✅ before becoming a Website Maintainer


	[ ] Ability to troubleshoot website issues


	[ ] Strong attention to detail with an analytical mind and outstanding problem-solving skills


	[ ] Excellent content creation and writing skills.


	[ ] Proficient in GitHub, Markdown, HTML, CSS design, cross-browser and cross-platform compatibility, and JavaScript




Checklist✅ before becoming a Documentation Maintainer


	[ ] Excellent written and communication skills in English


	[ ] Ability to translate highly technical information into easily understandable information for other community members and end-users


	[ ] Keeping the content across the repositories and other platforms updated


	[ ] Critical thinker and problem-solver




NOTE: Usually existing maintainers elevate others to become maintainers when they see it helpful for the project.

### Governance Leadership

Leadership involved in the process of decision making within the community

Checklist✅ for becoming a Board Member and Decisions Maker


	[ ] Long term and consistent contributor within the CHAOSS project


	[ ] Involved with the software or metric working groups


	[ ] Experience in a managerial/directorial position


	[ ] Holds knowledge and interest in the CHAOSS project


	[ ] Holds critical thinking and problem-solving abilities and can provide thoughtful input to the project


	[ ] Excellent Knowledge of performance evaluation techniques and key metrics




NOTE: New board members are nominated and voted into office by existing board members. Co-leads of the board are nominated and voted into office by existing board members.

### Operation Leadership

Leadership that addresses every aspect of the community model

Checklist✅ for becoming the Community Manager


	[ ] Prior technical community management experience


	[ ] Self-motivated with the ability to manage multiple competing priorities


	[ ] A growth mindset and an approach to new information and knowledge with curiosity


	[ ] A challenge seeker who desires and readily takes on new challenges and works towards solutions


	[ ] An understanding of how contemporary open source projects function




NOTE: The community manager is a paid position and is hired through a job-application process. Selected community members are asked to serve on the search committee to review applications, interview candidates, and make a recommendation.



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Project Charter

The Linux Foundation

CHAOSS – Community Health Analytics Open Source Software

Project Charter (the “Charter”)

Effective: Sept 1, 2017

Last Updated: March 15, 2019

This Charter sets forth the responsibilities and procedures for technical contribution to, and oversight of, the CHAOSS – Community Health Analytics Open Source Software Project (the “Project”) within The Linux Foundation. Contributors to the Project must comply with the terms of the Charter as well as any applicable policies of The Linux Foundation.

# 1. The Project Mission

The mission of the Project is to:


	produce integrated, open source software for analyzing software development, and definition of standards and models used in that software in specific use cases;


	establish implementation-agnostic metrics for measuring community activity, contributions, and health; and


	optionally produce standardized metric exchange formats, detailed use cases, models, or recommendations to analyze specific issues in the industry/OSS world.




# 2. Governance Board


	The Governance Board (the “GB”) shall be responsible for overall oversight of the Project and coordination of the efforts of any Technical Committees and Working Groups.


	At inception of the Project, the GB voting members consists of those individuals identified on the Project website (https://chaoss.community). Following inception of the Project, the GB will implement procedures and methodologies for the selection of GB voting members from the contributing community.


	The GB will encourage transparency (e.g. publish public minutes). Committee and Working Group meetings will be open to the public, and can be conducted electronically, via teleconference, or in person.


	The GB has the authority to create Committees that may focus on code or non-code efforts to advance the Mission (such as standards, specifications, and/or architecture). The Committees of the Project are the “Software Committee,” responsible for technical oversight of inbound and outbound coding projects, and the “Metrics Committee,” responsible for the collection of technology-agnostic metrics and standards to be developed by the Project, and the GB shall provide coordination of the interrelationship between the Software and Metrics Committees.


	Working Groups are established and maintained by Project contributors to advance Project work. Working Groups focus on specific metric, methodological, ethical, and technical issues associated with open source project health.


	Roles: Committees and Working Groups involve Contributors and Maintainers:


	Contributors: anyone in the community that contributes code, documentation, use cases, standardized metrics, or other community activities related to the Project;


	Maintainers: Contributors who have the ability to commit directly to a Project’s repository and are responsive to contributions or changes from Contributors. Maintainers are listed in the README of each repository.






	Participation in the Project, including contributions to any Committee or Working Group, is open to all under the terms of this Charter.


	The GB may (1) establish work flow procedures for the submission, approval, and closure/archiving of Committees and projects of Committees, (2) set requirements for the promotion to or removal from Committee roles, as applicable, and (3) amend, adjust, refine and/or eliminate the roles as it sees fit.


	The GB shall annually elect a GB Chair and GB Co-Chair from representatives involved in either or both the Software or Metrics Committees, such that both the Software and Metrics Committees will be represented by the Co-Chairs. The Chair and Co-Chair will set the agenda and preside over meetings of the GB.





	Responsibilities: The GB shall also be responsible for:


	coordinating the direction of the Project;


	establishing any project policies, including for the addition and removal of Maintainers and documenting any requirements for official project releases (Software or Metrics);


	approving project or system proposals (including, but not limited to, incubation, deprecation, and changes to a project’s charter or scope);


	establish policies related to intellectual property;


	creating Committees to focus on cross-project issues and requirements;


	facilitating communication and collaboration among Committees;


	communicating with external and industry organizations concerning Project matters;


	appointing representatives to work with other open source or open standards communities;


	establishing community norms, workflows, or policies including processes for contributing (to be published on the Project web site), issuing releases, and security issue reporting policies;


	discussing, seeking consensus, and where necessary, voting on matters relating to metrics or the code base that affect multiple projects; and


	coordinate any marketing, events, or communications with The Linux Foundation.








# 3. GB Voting


	While it is the goal of the Project to operate as a consensus based community, if any GB or Committee decision requires a vote to move forward, the respective voting members shall vote on a one vote per voting member basis.


	Quorum for GB and Committee meetings requires two-thirds of all voting members of the GB or a Committee, as applicable. The GB or any Committee may continue to meet if quorum is not met, but are prevented from making any decisions at the meeting. If quorum is not met, a second meeting with the same agenda can be called after two weeks to which quorum will become 1/2 of all voting members.


	Except as provided in Section 8.b(iv) and 9.a, decisions by vote at a meeting shall require a majority vote of those in attendance, provided quorum is met. Decisions made by electronic vote without a meeting shall require a majority of all voting members of the GB or a Committee, as applicable.


	In the event a vote cannot be resolved within a Committee, the GB may decide the matter. In the event that any vote cannot be resolved by the GB, any voting member on the GB is entitled to refer the matter to The Linux Foundation for assistance in reaching a decision.




#  4. Antitrust Guidelines


	All participants in the Project must abide by The Linux Foundation Antitrust Policy available at <http://www.linuxfoundation.org/antitrust-policy>.


	All participants should encourage open participation from any organization able to meet the participation requirements, regardless of competitive interests. Put another way, the community may not seek to exclude any participant based on any criteria, requirements, or reasons other than those that are reasonable and applied on a non-discriminatory basis to all participants.




# 5. Code of Conduct


	The GB may adopt a fair, reasonable, and non-discriminatory Project code-of-conduct, with approval from The Linux Foundation as outlined below.


	The Project will operate in a transparent, open, collaborative, and ethical manner at all times.


	The output of all Project discussions, proposals, timelines, decisions, and status will be made open and easily visible to all.


	The current Project code of conduct can be found at (https://chaoss.community/about-2/code-of-conduct/).




# 6. Budget and Funding


	The GB will coordinate any budget or funding needs with The Linux Foundation. Organizations participating may be solicited to sponsor Project activities and infrastructure needs on a voluntary basis.


	The Project will not raise any funds and will be supported on a volunteer basis by the Project participants.


	Under no circumstances will The Linux Foundation be expected or required to undertake any action on behalf of the Project that is inconsistent with the tax-exempt purpose of The Linux Foundation.




# 7. General Rules and Operations

The Project should:


	engage in the work of the project in a professional manner consistent with maintaining a cohesive community, while also maintaining the goodwill and esteem of The Linux Foundation in the open source software community;


	respect the rights of all trademark owners, including any branding and usage guidelines;


	engage The Linux Foundation for all Project press and analyst relations activities;


	upon request, provide information regarding Project participation, including information regarding attendance at Project-sponsored events, to The Linux Foundation; and


	coordinate with The Linux Foundation in relation to any websites created directly for the Project.




# 8. Intellectual Property Policy


	The Project seeks to integrate and contribute back to other open source projects within the mission set forth in Section 1 above. The Project also seeks to assure that relevant patentable innovations are made available without the need for any patent licenses. Based on this goal for the Project, the development community will:


	conform to all license requirements of the open source projects leveraged by the Project (such projects, collectively, “Upstream Projects”); and


	maximize opportunities for compatibility with other projects that might be leveraged by the Project.






	Except as described in Section 8.c, all code contributions to the Project are subject to the following:


	All new inbound code contributions must be accompanied by a Developer Certificate of Origin sign-off ([http://developercertificate.org)](http://developercertificate.org)


	All contributions of code will be received and made available under the GNU General Public License, Version 2 or later, or Version 3 or later.


	All contributions to implementation-agnostic metrics and standards, including associated scripts, SQL statements, and documentation, will be received and made available under the MIT License (https://opensource.org/licenses/MIT).


	The GB may approve the use of an alternative license for inbound or outbound contributions on an exception basis. Exceptions require a two-thirds approval of the entire GB.






	Upstream Project code contributions not stored within the Project’s main code repository must comply with the contribution process and license terms for the applicable Upstream Project


	The Project may engage The Linux Foundation to determine the availability of, and register, trademarks, service marks, which shall be owned by The Linux Foundation. Any Project-related domain names and trademarks will be owned by The Linux Foundation and any pre-existing Project-related domain names or trademarks shall be transferred to The Linux Foundation for use by the Project.




# 9. Amendments


	This charter may be amended by a two-thirds vote of the entire GB, subject to approval by The Linux Foundation to ensure the amendment is in-line with non-profit requirements and open source principles.






            

          

      

      

    

  

    
      
          
            
  # Roles and Responsibilities

## Repository Maintainer


	Send a reminder about meetings


	Prepare meetings


	Lead meetings


	Make sure meeting minutes are kept


	Facilitate the creation and advancement of metrics/software


	Answer questions about the history of the working group and metrics/software


	Coordinate with other working groups on metrics/software


	Report on weekly community call progress in the working group


	Submit working group related topics to conferences


	Review issues on the repository


	Review and merge pull requests


	Regularly check the repository for stale content


	Coordinate metrics release for the working group


	monitor issue tracker and pull requests


	steer the architecture of the metrics/software




## CHAOSScon organizing committee member


	Regularly review the status of planning progress


	Secure venue for the event


	Secure catering for the event


	Set up CFP for event


	Promote CFP for event


	Review CFP submissions and select talks


	Build an agenda for the event


	Coordinate with speakers that they are coming


	Collect and upload slides from speakers


	Make sure we have signage at the event


	Secure funding from sponsors


	Create and update conference website


	Edit recordings from CHAOSScon sessions and upload them to YouTube




## CHAOSS Governing Board Member


	Consider the high-level strategy for the CHAOSS project


	Participate in board meetings (~4 meetings per year) and vote on proposals.


	Participate in email votes if called (outside of board meetings).


	Represent concerns of community members at board meetings.


	Attend monthly meetings to stay up to date with what is happening


	Spread the word about CHAOSS, e.g., present at conferences.


	Be a representative of the CHAOSS project.




## CHAOSS Board Co-Lead


	Invite to board meetings


	Prepare board meetings


	Attend and participate in board meetings


	Advance and execute community strategy


	Maintain communication with Linux Foundation


	Regularly review and update governance documents


	Provide guidance to community members and working groups




## CHAOSS metrics release collaborator


	Review metrics release spreadsheet


	Coordinate with working groups to confirm the status of metrics


	Double-check formatting on metrics


	Create release notes


	Tag release in working group repositories


	Create release pages on the website


	Create a PDF of released metrics




## Editor of CHAOSSweekly


	Collect themes from a week in the CHAOSS community - attend several meetings, especially community call


	Write a summary of what is happening in the CHAOSS community


	Update the dates of upcoming meetings


	Send CHAOSSweekly to the mailing list




## Mailing list moderator


	When a moderation request comes in, react to it




## ![](../assets/logo.png) Twitter Manager


	Like and re-tweet tweets about @CHAOSSproj that are relevant


	Share status updates from @CHAOSSproj


	Promote CHAOSS events




## Code of Conduct Enforcement Team member

luckily we have had no reports yet


	monitor mailing list to which reports can be made


	respond to reports




## Mentor e.g., GSoC or Outreachy


	Submit project ideas


	Respond to interested students


	Regularly meet with accepted mentees


	Help mentees get started with the CHAOSS project and technologies


	Report to the CHAOSS community how things are going with the mentees




## Contributor


	post ideas for new features as issues


	create pull requests for code changes


	respond to reviews from maintainers on pull requests




## New Member


	Attend community and workgroup meetings


	Register for mailing lists


	Try to find ways to help


	Catch up on GitHub and other tools used by CHAOSS


	See how you can align what you do elsewhere with what goes on in CHAOSS


	Ask questions about CHAOSS and what is being worked on






            

          

      

      

    

  

    
      
          
            
  ##  The Developer Certificate of Origin (DCO)

The Developer Certificate of Origin (DCO) is an easy way for contributors to certify that they wrote or otherwise have the right to submit the code they are contributing to the project. All open source projects under the Linux Foundation (including CHAOSS) are required to include DCO information in all PRs. Here are instructions on including the DCO with your PR.

The DCO text (and what exactly you’re confirfming by adding this to your PR) can be read in full [here](https://developercertificate.org/).

### Adding a DCO Signed-off-by line to commit messages:

There are 2 ways to add your DCO sign-off: through the GitHub web interface, or through the command line.

#### 1. Using the GitHub Web Interface

You can add your DCO sign-off through the GitHub Web interface by manually typing this in your PR’s initial commit message:


Signed-off-by: FirstName LastName <youremail@example.org>




_Note: if you are manually adding this information to your initial commit message, the FirstName, LastName, and email must match the information in your GitHub profile. Otherwise the check will fail._

You can also install a [DCO Browser plugin](https://github.com/scottrigby/dco-gh-ui) so that it will do it for you automatically. (CHAOSS highly recommends this!)

#### 2. Using the Command Line

You can also add your DCO by using the  -s command line option. This will automatically append this information to your commit message:


$ git commit -s -m ‘This is my commit message’




## Further Reading

If you want to learn more about the DCO and why it might be necessary, here are some good resources:


	[Developer Certificate of Origin versus Contributor License Agreements](https://julien.ponge.org/blog/developer-certificate-of-origin-versus-contributor-license-agreements/)


	[The most powerful contributor agreement](https://lwn.net/Articles/592503/)






            

          

      

      

    

  

    
      
          
            
  # Contributing to CHAOSS
👍🎉 Thanks for your interest in contributing to the CHAOSS project! 🎉👍

## Who can contribute?
Anyone can contribute to CHAOSS. See <https://chaoss.community/participate/> to learn more about how to participate. We are excited to meet newcomers, and we are always ready to support you during your contribution journey.

## Which channel should I use if I’m a newcomer?
The best place to start is by joining our [CHAOSS Newcomers Slack Channel](https://chaoss-workspace.slack.com/archives/C0207C3RETX). Go ahead and introduce yourself; we’ll be happy to greet you there.

## Other places you can find us online
- [CHAOSS on the Web](https://chaoss.community)
- [CHAOSS on GitHub](https://github.com/chaoss)
- [CHAOSS on Twitter](https://twitter.com/chaossproj)
- [CHAOSS Africa on Twitter](https://twitter.com/chaoss_africa)
- [CHAOSS on LFX Crowdfunding](https://crowdfunding.lfx.linuxfoundation.org/projects/a4a43b66-f707-47b4-97cc-484285c274a8)
- [CHAOSS on Open Collective](https://opencollective.com/chaoss)
- [CHAOSS Podcast](https://podcast.chaoss.community/)
- [CHAOSS on YouTube](https://youtube.com/c/CHAOSStube)
- [CHAOSS on LinkedIn](https://linkedin.com/company/chaoss/)

## Ways to Contribute
There are so many ways to contribute to the CHAOSS project. Here is a short list of places that might interest you:


	Metrics and metrics model development


	Software development


	Website management


	Event management


	DEI Event Badge reviewing


	Graphic design


	Social media




The CHAOSS project is complex and sometimes requires a bit of time to find the ways to contribute that best suit you. Again, we recommend that you join our [CHAOSS Newcomers Slack Channel](https://chaoss-workspace.slack.com/archives/C0207C3RETX) to get things started.

## How do we make decisions?

The basic decision-making mechanism for CHAOSS is a lazy consensus. Each of the software projects or working groups will try to reach a consensus on their decisions after giving a reasonable opportunity to people contributing to them to express their opinion. In this, we welcome all people to join and contribute to our conversations.

When the issues under discussion are perceived to be of importance to the whole CHAOSS community, the same process will be carried on at the CHAOSS level, using the general periodic calls and other communication means for discussion.

If consensus is not reached, the issue may be raised to the [CHAOSS board](https://chaoss.community/about/governing-board/), where consensus and voting may be used to get a final decision on the matter.

In any case, all decisions are subject to the [CHAOSS Charter](../../governance-in-chaoss/project-charter.md).

_Note_: By “lazy consensus” we mean, [as Apache does](http://www.apache.org/foundation/glossary.html#LazyConsensus) a decision-making policy that assumes general consent if no responses are posted within a defined period. For example, “I’m going to commit this by lazy consensus if no-one objects within the next three days.”



            

          

      

      

    

  

    
      
          
            
  # Community Guidelines

### Things you should take into Consideration

👋 Be welcoming and open-minded - Other collaborators may not have the same experience level or background as you, but that doesn’t mean they don’t have good ideas to contribute. We encourage you to be welcoming to new collaborators and those just getting started. We value, encourage all types of contributions. We don’t assume you can contribute for free, we respect and thank you.

😇 Be honest - Being honest helps you to move to better consensus building. So Be honest about who you are, what you do, and how you want to do it. Dishonesty is not only damaging to you but to all other community members and their valuable contributions. Don’t be the one bringing mistrust into this community.

🙌 Be respectful - We don’t tolerate being disrespectful. Being a jerk will not get you a place in this community, it will turn people away so we don’t want noise in the system. Be civil and professional, and don’t post anything that a reasonable person would consider offensive, abusive, or hate speech. Don’t harass or grief anyone. Treat each other with dignity and consideration in all interactions.

🤝 Be collaborative - Collaboration reduces redundancy and improves the quality of our work. Internally and externally, we celebrate good collaboration. Wherever possible, we work closely with upstream projects and others in the free software community to coordinate our efforts. We prefer to work transparently and involve interested parties as early as possible. If you plan to be away from the CHAOSS project for a period of time, it’s helpful to communicate that to other community members by [changing your Slack Status](https://slack.com/help/articles/201864558-Set-your-Slack-status-and-availability) or mentioning it in a Working Group meeting.

💡 Be mindful and stay on topic - People use the CHAOSS project for creating analytics and metrics to help define the community health. So off-topic comments are sometimes unproductive while collaborating. Staying on topic helps produce positive and productive discussions. Additionally, communicating with strangers on the Internet can be difficult. It’s hard to convey or read tone, and sarcasm is frequently misunderstood. Try to use clear language, and think about how it will be received by the other person.

🔈 Be inclusive - Everyone within the community has the right to speak to any decision taken. You should have the freedom to participate in different decisions and actions taken within the community publically and put forward your perspective. Adding your perspective will result in a more broad outcome towards that decision. Whoever you are, you have a unique perspective and unique skills that you can contribute to a collective.

🎯 Be focused - We value community people’s time and perspective so If you need to decide or propose something as a team or individual, make a concrete proposal with directing the focused area more clearly instead of calling a meeting to get everyone’s input. Having a proposal will be a much more effective use of everyone’s time.

❤ Share the love - We should be appreciable for any decision/idea proposed within the community and should share some love by appreciating it. If someone achieves something within the community then share it on your social handles with your friends, let the world know, and receive some love in return.

### What is not Allowed?


	Threats of violence - You may not threaten violence towards others or use the site to organize, promote, or incite acts of real-world violence or terrorism. Think carefully about the words you use, the images you post, and even the software you write, and how they may be interpreted by others.


	Sexually obscene content - The use of sexualized language or imagery and unwelcome sexual attention or advances


	Bullying - Trolling, insulting/derogatory comments, and personal or political attacks


	Harassment - Public or private harassment


	Invasion of privacy - Publishing others’ private information, such as a physical or electronic address, without explicit permission


	Misinformation - Other conduct which could reasonably be considered inappropriate in a professional setting




### What happens if someone breaks the rule?

There are a variety of actions that we may take when a user reports inappropriate behavior or content. Please follow the Enforcement within the [CHAOSS Code of Conduct](../governance-in-chaoss/code-of-conduct.md) that denotes the appropriate outcome of the inappropriate behavior.



            

          

      

      

    

  

    
      
          
            
  # Content Contribution

We welcome contributions in the form of written blog posts or instructional videos for the CHAOSS community of users and other contributors!

## Process for Writing for the Blog


	Choose a topic. The Communications Working Group maintains a [spreadsheet of content ideas](https://docs.google.com/spreadsheets/d/1d4fCA5r3MUUxdlwTcB34V8gkicWFYU7hm_T2h74EHNM/edit#gid=1398016572) and a calendar of scheduled posts. You can find the list of topics [here.](https://docs.google.com/spreadsheets/d/1d4fCA5r3MUUxdlwTcB34V8gkicWFYU7hm_T2h74EHNM/edit#gid=1398016572)


	Let us know what you’re working on. Once you’ve chosen a topic, you should join the [#wg-communications Slack channel](https://chaoss-workspace.slack.com/archives/C047TTUGGAJ) and let us know what you’re working on. One of the working group members will add your blog post to the spreadsheet as “content in progress.”


	Write the post within 2 weeks. Because others might be interested in writing about a similar topic, we ask that you write the post within 2 weeks from when you expressed interest in the Slack channel. You can write the post in a Google Doc.


	Share a draft. The Communications Working Group doesn’t expect perfection in a first draft! Feel free to share the draft in the [#wg-communications Slack channel](https://chaoss-workspace.slack.com/archives/C047TTUGGAJ) when you are finished with your draft. We will look at it and make some suggestions for potential edits.


	Notify us when it’s ready. Jump in the [#wg-communications Slack channel](https://chaoss-workspace.slack.com/archives/C047TTUGGAJ) once more when the article is ready to be published. We will also need your email address for the next step.


	We will create a CHAOSS Wordpress account for you. You do not need to know Wordpress or interact with it in any way. We just need to set you up with an account as an Author, so that we can properly attribute your work and make sure you are listed as the author.


	We will add the article publish date to our spreadsheet and publish the article on your behalf. We anticipate this will happen within 1-2 weeks of your final draft being finished. We will let you know when it has been published so you can share on your social channels.




## Pointers

We encourage you to keep these things in mind:


	It doesn’t need to be perfect. We don’t expect anyone to have a perfect article right from the beginning. We will work with you to make your article the best it can be!


	It’s ok if English isn’t your first language. We will help polish your article and correct any grammar or spelling issues. No worries at all!


	You don’t have to stick to our list of topics. If you have an idea for an article and it’s not on our list of topics, that’s ok! We just want to make sure it fits the following criteria:
- new and original content not already on our website
- relates to CHAOSS, metrics, metrics models, or open source community health


	It doesn’t need to be technical. We are happy to look at articles of all kinds, so don’t worry if your article isn’t highly technical in nature.


	It’s helpful if you are familiar with CHAOSS. While we absolutely encourage newcomers to participate, if you would like to write about something specific to the CHAOSS project, we recommend completing the steps in our [Quickstart Guide](https://chaoss.community/kb-getting-started/) and [Contribution Path - Participate](https://chaoss.community/kb/contributor-roadmap-participating/) documents first.






            

          

      

      

    

  

    
      
          
            
  # Contributor Roadmap - Participating

CHAOSS is not comprised of only software, so it’s important that you have a feel for all the moving parts of our project. If you’ve gone through the steps on our [Newcomer Quickstart](https://chaoss.community/kb-getting-started/), you’re ready to start participating a little more! That’s awesome!

### 1. Look at the different [teams at CHAOSS](https://chaoss.community/kb/teams-at-chaoss/) and the types of contributions they are looking for.
What looks interesting to you?

### 2. Put that meeting on your calendar

### 3. Attend a meeting four times in a row (or [watch some of the recordings](https://www.youtube.com/c/CHAOSStube), if you can’t make it in person)
You can listen, you can keep your camera off. We don’t care!

### 4. Join the associated Slack Channel and just listen during the time period of the four meetings.
- They are usually named #WG-specific
- You can also search for a working group in the Channel List.

Action items and contributions often come up during the meeting. Once you’ve joined a team and attended some meetings, and are more familiar with the goals of the group, you are ready to start contributing!



            

          

      

      

    

  

    
      
          
            
  # Design

![bl](https://user-images.githubusercontent.com/72370777/210440011-381aec02-0b2c-4a86-b4cd-0b96c6449a7e.png)

### What is CHAOSS design? 🖌

As the community gathers around the topic of Open Source Community Health, all members participate in the choices about what action to undertake in designing and providing better user experience. It is useful to coordinate those choices and decisions by laying out some guidelines. Designers use such guidelines to judge how to adopt principles such as intuitiveness, learnability, efficiency, and consistency so they can create compelling designs and meet and exceed user needs.

Hence, CHAOSS design is a place where we solve design principle issues and improve the design structure of the community projects

### What are we trying to achieve? 🤔

We are trying to:


	Improve user experience.


	Provide high-quality design solutions.


	Bring the community together to contribute to design-related issues.


	Bridge the gap between the designers and developers to follow the smooth process for the design solutions.




### How you can contribute? 💡


	User Interface Design (UI)


	User Experience Design (UX)


	Graphic Design and Visual Identity


	User Design Research and Documentation




# Design Contribution

First of all, you can refer to [CHAOSS Brand Guidelines](https://docs.google.com/presentation/d/1BZSBa4Ttji95NTPwHcVjcu-CgiuwBezd/edit#slide=id.p2) to learn about the style guide and usage of CHAOSS name & logo. You can find CHAOSS Logos in the [handbook](../community-resources/logos/) and the [Google drive](https://drive.google.com/drive/u/0/folders/1hgx-Thy5zaE04hSitSkaFODSq-RslMFj).

## Things you need to follow

Welcome! We’re glad you’re interested in contributing to the CHAOSS Community designs. Before contributing, please review the following values:


	Be Ambitious - We appreciate to test new boundaries and take advantage of new
	design solutions. You should prefer to work with a genuine sense of continuously
improving and striving to be the best that can be.





Be Minimalist - We make sure that our designs are simple and straight forward which gives a better meaning to the design problem.

Be Inclusive - You should keep the user first in mind. Thinking inclusively is about considering diverse groups of people, how they will interact with your design problem, and their environments.

Be Respectful - We value the designer’s efforts. So you should be respectful towards the community or the user you are interacting with in order to have proper feedback on your design solution.

Be Consistent - The consistency helps us to maintain the momentum of the project and the improvements within the community designs.

## Different Design Contributions

### Graphic Design

This includes corporate design (logos and branding), Illustrations, marketing design (posters, banners), advertisements, communication design, and signage.

Tools: [Adobe Photoshop](https://www.adobe.com/in/products/photoshop), [Adobe Illustrator](https://www.adobe.com/in/products/illustrator.html), [Figma](https://www.figma.com/), [GIMP](https://www.gimp.org/)

### UI/UX Design

_**UI communicates with UX!**_ It includes designing the User-Interface screens for any web or mobile applications by putting different components like buttons, reads, clicks, animation, etc. User experience is determined by how easy or difficult it is to interact with the user interface elements that the UI designers have created.

Platform: [Figma](https://www.figma.com/) or any other UI/UX designing platform

### UX Documentation

It’s design documentation that includes feedback from users, general researches about design, and any design workflow and process for the specific design problem. It also includes all the information regarding the particular design.

Platform: GitHub

## Getting Started

We don’t have a particular platform for listing all the design problems but we follow this general process in order to accomplish any design goal:


	Come up with the design idea and discuss it on the CHAOSS mailing list


	Another way of contributing is to open an issue on the project repository and tell maintainers about your idea.


	Discuss your designing strategies and documentation


	Design on your canvas tool Figma, Adobe Photoshop. etc


	Discuss your design submission on the mailing list and on the GitHub issues. Don’t forget to mention an appropriate label design label




# Design Workflow

## Our Process

We follow a 4-query procedure to solve the design issues. Each question is a step toward the completion of the product.


	What do we want? We need to initiate the requirement goals that define - what are we trying to achieve? How will it impact the CHAOSS community?


	What do we have? We need to take into consideration the information we have - Do we have any set of design guidelines or information for the specific new goal that we are trying to achieve?


	How do we get what we want? We need solid ideation in order to achieve any goal - Does the community agree to follow the new goal? Do we have any plans or processes to achieve the new design goal?


	What will happen when we do? We need to understand the future impact for any specific design goal - Is the problem solved? Is this what you were looking forward to having? Will it create a better impact on the CHAOSS community?




## Ways of Achieving

![Design created by Jaskirat SIngh ]![design2](https://user-images.githubusercontent.com/72370777/210440434-91091caa-3301-4350-9a6d-237ac56a5367.png)

💡 Plan - You should be good to commence your design with planning as design inquires into the nature of a problem to conceive a framework for solving that problem. In general, planning is problem-solving, while the design is putting problems into actions.

🧐 Research - Make generative research together with the CHAOSS community members the requirements and assets that are needed. Check what impedes their productivity.

✍ Document - Documentation stands out as one of the most important parts of any implementation design goal. After making fair research you should write down all the requirements you need with the available resources.

🖌 Design - High time! Once all the objectives and requirements are defined, draft your thoughts into the canvas that will help in solving the critical design problem that you are trying to achieve.

🧪 Test - Testing is the stage in the design process that enables you to evaluate your design problem or service with real users and enables you to create more community-oriented design solutions.

# CHAOSS Visual Identity

### What is CHAOSS Visual Identity?

It is the visible elements of a brand, such as color, design, logo, typography, and the symbol that identify and distinguish the brand in consumers’ minds.

### Why it is needed?

It is important to portray the identity of CHAOSS across all platforms in a consistent manner.

### Who can use it?

It can be used by developers, documentarians, marketers or anyone who want to showcase the identity of the CHAOSS community

## Visual Guidelines


	CHAOSS logo in color




![bl](https://user-images.githubusercontent.com/72370777/210440640-e4a6510d-87e1-4463-a44d-d687378676bd.png)


	CHAOSS logo in black




![black](https://user-images.githubusercontent.com/72370777/210440769-2019851b-7de5-4c36-8a79-c4da58a48a71.svg)


	CHAOSS logo in White




![chaoss-white](https://user-images.githubusercontent.com/72370777/210440888-ee356aa0-26aa-4b5c-933f-aaddbd52df34.png)

### Color Palette

![palette](https://user-images.githubusercontent.com/72370777/210440981-64aadb7d-6d2c-4fca-a2bf-8a1f62b41cf1.png)

Color Used:


	PANTONE RUBINE RED C ![r](https://user-images.githubusercontent.com/72370777/210441030-5a2b2422-ef81-41d5-a1c7-f66a68d9c830.png)


	PANTONE 2925 C




![b](https://user-images.githubusercontent.com/72370777/210441280-4545f688-03e7-47cd-a5bb-e8e475c4f73e.png)


	PANTONE 570 C![g](https://user-images.githubusercontent.com/72370777/210441596-b4a7d53f-1847-4f33-a6e8-cfda5ac262be.png)


	PANTONE VIOLET 0631 C ![p](https://user-images.githubusercontent.com/72370777/210441768-631419b2-52e3-4723-b0fe-c9a5e4922fa0.png)




### Font

Font used in the CHAOSS logo is PORT

![chaoss-font](https://user-images.githubusercontent.com/72370777/210441908-6b65ccee-b31e-49c8-ad9f-75f7a3d40d8e.png)



            

          

      

      

    

  

    
      
          
            
  # Development

## 💾 Tech Stack


	GrimoireLab: Python, Vue.js, JavaScript/TypeScript, MySQL, Django, GraphQL.


	Augur: Python, Flask Vue.js, JavaScript/TypeScript, Jupyter.




## ✏ Technical Requirements

You’ll need to have some basic programming experience with the technologies and tools we use.

### Tools


	#### Git & GitHub
	Clone, commit and open a PR using Git and GitHub. Check out the following tutorials:
* [Introduction to git](https://www.freecodecamp.org/news/what-is-git-and-how-to-use-it-c341b049ae61/)
* [Introduction to GitHub](https://product.hubspot.com/blog/git-and-github-tutorial-for-beginners)
* [Popular git commands and how to use them](https://rogerdudler.github.io/git-guide/)
* [Git commands in-depth](https://medium.com/@george.seif94/a-full-tutorial-on-how-to-use-github-88466bac7d42)
* [Mastering Markdown](https://guides.github.com/features/mastering-markdown/)
* [Markdown Tutorial](https://www.markdowntutorial.com/)
* [How to Write a Git Commit Message](https://chris.beams.io/posts/git-commit/)





### Languages and Frameworks


	#### Python
	
	[Python’s official tutorial](https://docs.python.org/3/tutorial/index.html)


	[Python’s official style guide](https://www.python.org/dev/peps/pep-0008/)


	[Python’s best practices](https://gist.github.com/sloria/7001839)


	[The Zen of Python](https://www.python.org/dev/peps/pep-0020/)






	#### Flask
	
	[Quickstart — Flask Documentation (2.0.x)](https://flask.palletsprojects.com/en/2.0.x/quickstart/)


	[Flask - Full Stack Python](https://www.fullstackpython.com/flask.html)






	#### Django
	
	[Getting started with Django | Django](https://www.djangoproject.com/start/)


	[Django Girls Tutorial](https://tutorial.djangogirls.org/en/)


	[Django - Full Stack Python](https://www.fullstackpython.com/django.html)






	#### Vue.js
	
	[Introduction — Vue.js](https://vuejs.org/v2/guide/)








## 🏗 Project Structure

The CHAOSS community’s projects have been divided in the following ways:

### GrimoireLab


	[chaoss / grimoirelab](https://github.com/chaoss/grimoirelab): The main repository for the GrimoireLab project, contains the information and details of all the tools.


	[chaoss/grimoirelab-tutorial](https://github.com/chaoss/grimoirelab-tutorial): Tutorial and guides for GrimoireLab.


	Data retrieval related components:
* [chaoss / grimoirelab-perceval](https://github.com/chaoss/grimoirelab-perceval): Retrieval of data from data sources.
* [chaoss / grimoirelab-graal](https://github.com/chaoss/grimoirelab-graal): Source data analysis with external tools.
* [chaoss / grimoirelab-kingarthur](https://github.com/chaoss/grimoirelab-kingarthur): Batch processing for massive retrieval.


	Data enrichment related components:
* [chaoss / grimoirelab-elk](https://github.com/chaoss/grimoirelab-elk): Storage and enrichment of data.
* [chaoss / grimoirelab-cereslib](https://github.com/chaoss/grimoirelab-cereslib): Generic data processor.
* [chaoss / grimoirelab-sortinghat](https://github.com/chaoss/grimoirelab-sortinghat): Identity management.


	Data consumption related components:
* [chaoss / grimoirelab-kibiter](https://github.com/chaoss/grimoirelab-kibiter): Dashboard, downstream version of Kibana.
* [chaoss / grimoirelab-sigils](https://github.com/chaoss/grimoirelab-sigils): Visualizations and dashboards.
* [chaoss / grimoirelab-kidash](https://github.com/chaoss/grimoirelab-kidash): Visualizations and dashboards manager.
* [chaoss / grimoirelab-manuscripts](https://github.com/chaoss/grimoirelab-manuscripts): Reporting.


	Platform management, orchestration, and common utils:
* [chaoss / grimoirelab-mordred](https://github.com/chaoss/grimoirelab-mordred): Orchestration.
* [chaoss / grimoirelab-toolkit](https://github.com/chaoss/grimoirelab-toolkit): Common utilities.
* [chaoss / grimoirelab-bestiary](https://github.com/chaoss/grimoirelab-bestiary): Web-based user interface to manage repositories and projects for Mordred.





	### Augur
	
	[chaoss / augur](https://github.com/chaoss/augur): Augur is a tool for collecting and measuring structured data about [free](https://www.fsf.org/about/) and [open source](https://opensource.org/docs/osd) (FOSS) communities.


	[chaoss / augur-spdx](https://github.com/chaoss/augur-spdx): Augur’s Open Source License coverage tool. Provides license identification by file, identification of non-OSI compliant licenses, and percentage of a project with license declarations.


	[chaoss / augur-auggie](https://github.com/chaoss/augur-auggie): Auggie implementation utilizing Amazon Lex to classify messages.


	[chaoss / augur-community-reports](https://github.com/chaoss/augur-community-reports): A set of Jupyter Lab Notebooks and Other Implementations of Community Reports in Standard Form.






	### Cregit
	
	[cregit / cregit](https://github.com/cregit/cregit): Cregit is a framework of tools that facilitates the analysis and visualization of the evolution of source code stored in git repositories.








# Contributing Workflow

## 🤔 Contribution Approach

We love pull requests from everyone! We follow the standard Git workflow of `fork` 👉 `change` 👉 `pull request` 👉 `merge` 👉 `update fork` 👉 `change` … repeat forever. If you are new to open source, we recommend GitHub’s excellent guide on “[How to Contribute to Open Source](https://opensource.guide/how-to-contribute/)”. In addition, please feel free to reach out to any of the maintainers or other community members if you are struggling; we are here to help you learn!

Before getting started, please make sure you’ve read the README of the respective project repository to get a primer on our project.

## 💡 Opening an Issue

If you’re experiencing an issue with any project or have a question you’d like help answering, please feel free to open an issue in the respective repository of the project. To help us prevent duplicates, we kindly ask that you briefly search for your problem or question in our issues before opening a new one.

Please note while you’re opening an issue, follow through the issue template and provide enough background information. You will see this template when you open an issue; click on “Bug Report” and it will be populated with descriptions of what to put in each section. Replace the descriptions with your comments to the best of your ability, and please include screenshots and error logs if applicable.

## 💻 Contributing to Source Code

### Forking

You are required to fork the repository on your Github. Follow the [guidelines by GitHub](https://docs.github.com/en/free-pro-team@latest/github/getting-started-with-github/fork-a-repo) in order to understand the steps to fork any repository

### Cloning

You should clone your fork. This step is needed only once. Using [augur](https://github.com/chaoss/augur) as an example below;

`text
$ git clone github.com:your-username/augur.git
$ cd augur/
`

### Making Commits

This is the step where you make desired changes to the codebase inside the respective repository.

Writing a well-crafted Git commit message is the best way to communicate context about a change to fellow developers. Seven rules of a great Git commit message are mentioned in [How to Write a Git Commit Message](https://chris.beams.io/posts/git-commit/).

### Sending Pull Request

After you have made the desired changes into your fork version of the repository, you are required to send the pull request with the description explaining your changes. [Checkout Github guide to creating the Pull Request](https://docs.github.com/en/free-pro-team@latest/github/collaborating-with-issues-and-pull-requests/creating-a-pull-request)

At this point, you’re waiting on us. We like to at least comment on pull requests within three business days and, typically, one business day. Once one of our maintainers has had a chance to review your PR, we will either mark it as “needs review” and provide specific feedback on your changes, or we will go ahead and complete the pull request.

We require all commits to be signed off with a [Developer Certificate of Origin](https://developercertificate.org/) in accordance with the [CHAOSS charter](https://github.com/chaoss/community/blob/main/governance-in-chaoss/project-charter.md). This can be easily done by using the -s flag when using git commit. For example: git commit -s -m “Update README.md”. This can be automated by using a browser plugin like [DCO GitHub UI](https://github.com/scottrigby/dco-gh-ui).

NOTE: Any pull requests containing commits that are not signed off will not be eligible for merge until the commits have been signed off.



            

          

      

      

    

  

    
      
          
            
  # Documentation

Unfortunately, good code won’t speak for itself. Even the most elegantly designed and well-written codebase that solves the most pressing problem in the world won’t just get adopted on its own. You, the open-source creator, need to speak for your code and breathe life into your creation. That’s where technical writing and documentation come in.

– [_Kevin Xu’s article on from opensource.com_](https://opensource.com/article/20/3/documentation)

We encourage documentation contribution from everyone and generally, that contribution is divided into two categories:


	General improvements: typo corrections, fixing broken refs or links, correcting inaccurate or out-of-date information, and offering better explanations through clearer writing and additional examples.


	New features or new pages: Adding a page of documentation that we haven’t yet covered in our ongoing attempt for completeness, or documenting a new feature that has been added to CHAOSS projects since the last release.




## Getting Started

### Approach to Contribute


	Addressing issues related to documentation: Look for the `documentation` labeled issues within the CHAOSS Github repositories.


	Checking if a page needs to be updated: Surf around the CHAOSS community, look for the pages that need to be updated, and suggest changes through an issue or pull request.


	Propose new pages for the documentation: While working on CHAOSS  initiatives and software you might come across documentation needs; Open an issue to remember for later and ask for help or create a pull request to add the documentation yourself.




Once you have figured the approach above, this is the flow you need to follow:


	Find the repository in which you want to contribute on the [CHAOSS GitHub](https://github.com/chaoss) and open an issue detailing what your approach is.


	Click on the file you want to edit. Make any edits you need, remembering to always format them using Markdown. To understand Markdown better, check out the [GitHub reference](https://docs.github.com/en/free-pro-team@latest/github/writing-on-github/basic-writing-and-formatting-syntax) guides.


	When you are done making changes, scroll down, and write a short description of your changes. Select the option Create a new branch for this commit and start a pull request and click on Propose file change. This will direct you to the Pull request page.


	On the Pull Request page, write the description of your changes, mention the corresponding issue and create a pull request by clicking on create pull request button




Congratulations! 🎉 you made the pull request and it will be reviewed by the repository admins

# Style Guide

In order to keep our documentation consistent across various spaces, we ask that you respect the following conventions and best practices when contributing documentation to the CHAOSS community.

Try to keep your writing clear and concise. Your explanations should be comprehensive, but easy to follow. The more precise your writing is, the easier others will find it to follow.

Here are some general guidelines and reminders for tone and style:


	Write accessibly in clear, simple sentences intended for a global audience.


	Avoid colloquial language, humor, cultural references, and personal opinion. Keep your writing technical.


	Write from a second-person point of view. Use “you” and “your”, not “my”, “our”, or “their”.


	Avoid jargon and acronyms, if you can. Spell out acronyms at least once per page.


	Remember to link to glossary terms when first introducing them in a paragraph.


	Be consistent. Use the same consistently-formatted word or phrase for a concept throughout the documentation.


	Don’t qualify or prejudge actions. Don’t write that something is “easy” or “quick” as this is a deterrent if the user is not able to complete the action.


	Don’t reference future development or features that don’t yet exist.


	Remember to use sentence case for page titles and section headings.


	Use numbered lists for actions that happen in sequence.


	Use bulleted lists for most other lists.




This page has been taken and inspired by the Atom documentation under the “[Writing Style Guide](https://wiki.accesstomemory.org/wiki/Resources/Documentation/Contribution_guidelines#Writing_style)” section.



            

          

      

      

    

  

    
      
          
            
  # Metrics

## Metric Working Groups
* [Common Metrics Working Group](https://github.com/chaoss/wg-common)
* [Diversity, Equity and Inclusion Metrics Working Group](https://github.com/chaoss/wg-dei)
* [Evolution Metrics Working Group](https://github.com/chaoss/wg-evolution)
* [Risk Metrics Working Group](https://github.com/chaoss/wg-risk)
* [OSPO Metrics Working Group](https://github.com/chaoss/wg-ospo)
* [Metrics Model Working Group](https://github.com/chaoss/wg-metrics-models)

## Contribution Areas

📌  There is a [Metric Spreadsheet](https://docs.google.com/spreadsheets/d/1tAGzUiZ9jdORKCnoDQJkOU8tQsZDCZVjcWqXYOSAFmE/edit#gid=276406255) to keep track of all the metrics that are released, under review, or still in progress.

There are several potential areas that are welcomed and appreciated to contribute to:
- Working on new metrics
- Participate in metrics development
- Involving in metrics review
- Help with metrics release

In the following, we elaborate on each contribution area.

### Working on new metrics


	If you wish to create a new metric that you feel is important for measuring OSS community health, check the [Metric Spreadsheet](https://docs.google.com/spreadsheets/d/1tAGzUiZ9jdORKCnoDQJkOU8tQsZDCZVjcWqXYOSAFmE/edit#gid=276406255) first to see if the metric is already being discussed or under development.


	There are plenty of metrics in consideration (in red), with very few works achieved.


	If you find a metric you wish to work on in the spreadsheet, we recommend you join the corresponding working group call and raise your thought.


	Create a new google doc for this metric using the [Metric Template](https://github.com/chaoss/community/blob/main/community-resources/templates/metric-template.md) and work on enriching each section.


	The leads of the working group will help you walk through the discussion, revision, review, and release stages of the metric.




### Participate in metrics development
- 🪜 Usually, a metric goes through several rounds of discussions on the working group calls, during which all the participants collaborate on the google doc, raise suggestions, then discuss together to resolve them.
- We encourage you to get online and participate in the metric collaborations and discussions.
- You can also raise your suggestions on the google doc offline if the working group call timezone is not friendly for you.

### Involving in metrics review
- 💡 Metrics go through a review period of at least 30 days before release, with corresponding issue tickets opening for comments.
- The review period will be promoted through multiple social channels (CHAOSSweekly, Twitter, Slack, etc), don’t hestitate to walk in and leave your comments in the issues!
- Out of the review period, all the released metrics are also open to suggestions and revisions. In such situation, we suggest filing new issues to discuss the changes, or directly submitting PRs for minor revisions.

### Help with metrics release
- 🎈 Metrics are released continuously, occurring one to two times a year, and may correspond with the dates of a CHAOSScon event.
- We rely on the [MARS project](https://github.com/chaoss/MARS) to automatically genereted the publishing PDF.
- Currently, CHAOSS release two languages of metrics: English and Chinese. You’re more appreciated to provide i18n and [translate](https://github.com/chaoss/translations) the metrics into a third language!



            

          

      

      

    

  

    
      
          
            
  # Completely New to Open Source? Start Here!

This is a collection of helpful articles, videos, and tutorials to help you get started contributing to open source. If you have a favorite resource, you can [add to this document](https://github.com/chaoss/community/new/main/how-to-contribute/open_source_intro.md) by submitting a PR.

### Events and Training
- [Open Source 101 (virtual)](https://opensource101.com/events/at-home/)

### Articles
- [Contributing to Open Source - Baby Steps](https://preshh0.hashnode.dev/contributing-to-open-source-baby-steps)



            

          

      

      

    

  

    
      
          
            
  # A Quick Start Guide for Newcomers

There are several quick ways designed to meet, greet, encourage, and mentor newcomers to the CHAOSS Project. We recommend you:

### 1. Join the CHAOSS Slack and Discourse
We have a Slack Channel! And so many working group focused channels within it. BUT, we’ve reserved one ESPECIALLY for newcomers, and our community is highly responsive within it.
This is the [Slack channel](https://join.slack.com/t/chaoss-workspace/shared_invite/zt-1fah5gu35-5oUQEPT32O2Zt~3MFVNMlw).
And THIS is the channel within a channel, called [#newcomers](https://chaoss-workspace.slack.com/archives/C0207C3RETX) where you’ll be welcomed!  (Type the word _**newbie**_ and see what happens!)
We also have a [Discourse forum](https://chaoss.discourse.group/) where you can introduce yourself and explore some of the conversations going on in the community.

### 2. Attend a weekly CHAOSS Office Hours and the Monthly Onboarding Call
Every week on Tuesday, we have an office hours intended to make it easy for you to ask questions, and find your place in the project with a supportive, experienced CHAOSS maintainer.

You can join these hours from 9am - 10am (USA Central Time) through zoom channel: https://zoom.us/my/chaoss

Also, every first Wednesday of the Month, we run a Welcome to CHAOSS call for newcomers talking about the different working groups and projects in CHAOSS.

You can join this call from 11am - 12pm (USA Central Time) through our zoom channel: https://zoom.us/my/chaoss.

### 3. Attend some weekly CHAOSS Community Meetings
Every Tuesday, the community comes together to discuss anything that pertains to the whole community. This is also the place where we share announcements and news. You can participate or just listen. It’s really up to you!

You can join this call from 11am - 12pm (USA Central Time) through our zoom channel: https://zoom.us/my/chaoss.

### 4. Take the next step: Contributor Path - Participating

Once you’ve done the first three steps in this doc, you’re ready to start participating more actively in CHAOSS! Visit our [Contributor Path - Participating](https://chaoss.community/kb/contributor-roadmap-participating/) to see some next steps for you.



            

          

      

      

    

  

    
      
          
            
  # Teams at CHAOSS
This document will lead you through all the current teams in CHAOSS and whom to contact. Some of the teams have regular meetings, which you can find the meeting times on the [calendar](https://calendar.google.com/calendar/u/0/r?cid=j9f60skdd67938kvgl0udgqjqs@group.calendar.google.com).

Expectations: You won’t get an action item in the first week. You’ll likely have to sit in a few meetings to understand what’s going on. Hang out with us. Learn. Contribute.


Team Name | Team Overview | Contact Name | Example Types of Contributions |



|-|-|-|-|
| Risk WG       | The Risk Working Group is focused on metrics for issues pertaining to risk in open source. | Sophia Vargas | Collaborating on Metrics, Facilitating meetings |
| OSPO WG | The OSPO working group aims to advance how we understand how OSPOs in companies are using metrics and metrics models. |     Dawn Foster     | Collaborating on Metrics, Participating in discussions |
| Diversity, Equity, and Inclusion WG   | The CHAOSS Diversity, Equity, & Inclusion (DEI) Working Group aims to define metrics and methods to help others measure and center diversity, equity, and inclusion in their own Open Source projects. | Elizabeth Barron | Collaborating on Metrics, Facilitating meetings |
| Common WG | The Common Metrics Working Group focuses on defining the metrics that are used by multiple working groups or are important for community health. | Dawn Foster | Collaborating on Metrics, Facilitating meetings |
| Evolution WG | Evolution is a working group focused on the lifecycle of open source projects. | Armstrong Foundjem | Collaborating on Metrics, Facilitating meetings |
| Metrics Models WG | The goal of this working group is to develop models that include the integration of multiple CHAOSS metrics in a way that people would consume them in practice. | Matt Germonprez | Collaborating on Metrics, Facilitating meetings |
| Augur Software | Augur is a software suite for collecting and measuring structured data about free and open-source software (FOSS) communities. | Sean Goggins | Software development, documentation work, helping newcomers |
| GrimoireLab Software | GrimoireLab is a CHAOSS toolset for software development analytics. | Daniel Izquierdo | Software development, documentation work, helping newcomers |
| DEI Event Badging (“Badgers”) | DEI Event Badging program aims to increase understanding of the open-source project and event practices that encourage greater diversity and wider inclusion of people from different backgrounds. | Elizabeth Barron | Reviewing event applications |
| Comms WG | proposed group that wrapps branding and design, website, CHAOSSCast, Social media incuding Youtube and twitter, and other programs in to a formal Working Group for coordination and central contact. | TBD        |
| Website and Handbook | This team improves and maintains the CHAOSS community website and community handbook. | Elizabeth Barron | Software development, design, documentation |
| Branding and Design   | The Branding and Design team sets guidelines and produces graphic assets for use in all areas of CHAOSS. |    Kingsley Mpandiok       | Branding design work |
| DEI Interview Team    | The DEI interview team is conducting research into CHAOSS DEI metrics and what metrics still are to be developed. | Anita Ihuman | Research data analysis, collaboration on documents, interviewing ||
| DEI Event Badging Bot |       The DEI Badging Bot is software that automates portions of the DEI Badging process. | Enoch Kaxada | Software development, documentation ||
| CHAOSScast | CHAOSScast is the CHAOSS community podcast. | Georg Link | Coordinating episodes, publishing to fireside ||
| CHAOSScon | This team coordinates and organizes the CHAOSScon conference. | Georg Link        |       Helping with CfP, schedule, website work, coordinating with speakers, on-site help, A/V help ||
| CHAOSStube    | CHAOSStube is the CHAOSS channel on YouTube. | Elizabeth Barron               |||
| CHAOSS Asia Pacific   | This community encompasses CHAOSS members from the Asia Pacific region. | Xiaoya Xia  | Collaborating on metrics, helping with on-site events ||
| CHAOSS Africa |       CHAOSS Africa welcomes community members from all over Africa. | Ruth Ikegah | Welcoming newcomers, helping people find their way in CHAOSS, facilitating meetings, sharing knowledge ||
| Mentorship | The mentorship team helps organize, coordinate, and instill best practices for the various mentorship programs in which CHAOSS participates.|    Elizabeth Barron        | |      n/a |
| Tour Guides | This team focuses on improving newcomers’ experiences when joinging CHAOSS. | Elizabeth and Ruth |      Helping newcomers find their way in CHAOSS, providing feedback on improving the onboarding process | | n/a |
| Welcome to CHAOSS Slackbot | This team maintains and works on the newcomer slackbot. |        ?       | Software development, documentation | n/a |
| MARS | This is the Metrics Automated Release Software project that manages the metrics release process.       | ?  |  n/a |
| Translations (Chinese) | This is the team responsible for translating metrics and documentation into Chinese. |       Yehui Wang      | Translations |



            

          

      

      

    

  

    
      
          
            
  # CHAOSS AFRICA

## About

This chapter empowers Africans to become integrated into the CHAOSS project, contribute in meaningful ways to them and the CHAOSS project, and help build a solid CHAOSS global community. CHAOSS Africa is focused on discovering unique challenges Africans face when contributing to open source communities.

## How to Participate?

Synchrounous communication: Join our bi-weekly meetings on Thursdays at 3PM WAT, check out the [Participate page](https://chaoss.community/participate/) and add it to your calendar.

Asynchronous communication: Join #chaoss-africa channel on the global slack community to catch up on the conversation

## Who to Contact?

If you have any questions, suggestions or ideas, they are always welcome. Contact Ruth Ikegah, the Community Lead on Slack or through email: ruth@chaoss.community



            

          

      

      

    

  

    
      
          
            
  # CHAOSS ASIA

## About

This chapter empowers community folks from the Asia Pacific region to become integrated into the CHAOSS project, contribute in meaningful ways to them and the CHAOSS project, and help build a solid CHAOSS global community. CHAOSS Asia aims to eliminate the barrier caused by languages, timezones, and communication channels faced by Asian community members, by providing a variety of localized participation channels to be part of the CHAOSS community.

## Participation Channels


	Join our Asia-Pacific meetings on second Monday of the month at 3PM UTC+8, check out the [Participate page](https://chaoss.community/participate/) and add it to your calendar.




For folks who speak Chinese or being in China, there is a set of localized channels for you to check out:
- Join #中国社区 channel on the global slack community
- We had a [Bilibili space](https://space.bilibili.com/1292724697?spm_id_from=333.33.b_73656375726974794f75744c696e6b.1) to host workshops and meeting recordings
- Follow the WeChat official account CHAOSS Community to receive local meetups news
- We had also released several [local episodes](https://www.xiaoyuzhoufm.com/podcast/6239354dc39130b3d9e01e44) of CHAOSScast

## Whom to Contact?
If you have any questions, suggestions or ideas, they are always welcome. Contact [Xiaoya Xia](https://github.com/xiaoya-yaya), the Community Lead on Slack or through email: xiaoyaxiaesther@gmail.com



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Brand Style Guide
We also use a [slide](https://docs.google.com/presentation/d/1BZSBa4Ttji95NTPwHcVjcu-CgiuwBezd/edit#slide=id.p10) to maintain the full version of CHAOSS brand style guide. For the logo design element and design style guide, you can also refer to the [design contribution guide](../how-to-contribute/contributing-to-chaoss/design-contribution.md).

This document is a guide to the brand communication style for the CHAOSS project.
It was created to help you represent the project’s brand consistently. It explains what the CHAOSS brand stands for, how it’s expressed, and how the creative elements fit together in our communications.
Use this guide as your roadmap as you commission, design or deliver any kind of communications related to, or in support of, the *CHAOSS project*.

## Project Name & Logo

#### Project Name
The project name “CHAOSS” should be used in all caps to signify that it is an acronym, meaning Community Health Analytics Open Source Software. In a document, please use the full name “CHAOSS” or “CHAOSS project” in first mention; in subsequent references, you may refer to it as “this collaborative project,” or simply “the project” to avoid redundancy or clumsiness.

#### Project Logo
The range of colors within the project logo communicates energy and symbolizes diverse perspectives and viewpoints coalescing into a beautiful circle, reflective of the CHAOSS community. The project logo can be downloaded at https://chaoss.community/media/ and also found in [logos](https://github.com/chaoss/website/tree/main/About/Media).

#### Design Files
Diversity is at the core of the CHAOSS project, and this [design file](https://drive.google.com/drive/folders/1Ew4EEKmX5A4-4xjgSWvX-g1NwLKM-4s6?usp=sharing), containing a variety of samples, assests, and previews, perfectly captures that value. It serves as a guide for all designs related to the project which you can use as a reference.

## Citing the CHAOSS Project
- When citing the CHAOSS project for any reason, please reference the project by providing a link to our site at: https://chaoss.community
- When referencing the CHAOSS project on Twitter for any reason, please reference the project as @CHAOSSproj

## Logo usage
#### Ensure ample clear space
Always maintain the correct amount of clear space around the logo to preserve its integrity and visual impact. The clear space ensures the logo can be seen quickly, uncluttered by any other information that surrounds it. The correct amount of space consists of the diameter of the “o” in the logo.

#### Size the logo appropriately
Always make sure to size the logo appropriately. Too small could affect legibility and reproduction. Minimum size of the logo should be ¾” wide (.75”)(54 pixels).

#### Use the correct colors
The primary logo is the ‘color’ logo, and should be used whenever possible.

Secondary reverse white and black logos have also been created for use, depending on application.



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Meetings

## CHAOSS works a lot in meetings – synchronous video calls

### Procedure Before Meeting


	We have a meeting in Zoom and record in Zoom


	We announce at the beginning of each meeting that we’re recording the meeting


	Recordings are automatically uploaded to YouTube as private




### Procedure After Meeting

After our meetings, someone needs to publish the recordings on YouTube


	Update video name


	Add a description that includes a link to the minutes’ document and archive in the Governance repo


	Configure thumbnail image to show on YouTube for video ([Export PNG from this slide deck](https://docs.google.com/presentation/d/18iRLlqSfZK_36S0pqACJ0i32BWbu01aXXLdtU1Op__M/edit#slide=id.p3))


	Add video to appropriate YouTube playlist


	Publish video


	Update meeting minutes by pasting the link to the video there






            

          

      

      

    

  

    
      
          
            
  # CHAOSScast

> This is CHAOSScast, the CHAOSS Community Podcast where we share use cases and experiences with measuring open source community health. Elevating conversations about metrics, analytics, and software from the Community Health Analytics Open Source Software or short CHAOSS project to where ever you like to listen.

## 👥 Key roles and people

This is a CHAOSS Community project and should never rely on one person only.

### Roles

Each role is occupied by different people each episode.

### Host

The host is responsible for the making the initial connection to potential guests, moderation, and recording the podcast. Each episode has exactly one (1) host. A host is also a panelist.


	Georg Link


	Samantha Venia Logan


	Sean Goggins


	… you?




### Panelists

A panelist is responsible for research, asking questions, and adding to the conversation on the podcast. These panelists have agreed to be invited to every new episode. Not everyone should be on every episode.


	Matt Broberg


	Matt Germonprez


	Dawn Foster


	Kevin Lumbard


	Brian Proffitt


	Don Marti


	Nicole Huesman


	Daniel Izquierdo


	Andrea Gallo


	Kate Stewart


	Armstrong Foundjem


	Sophia Vargas


	Sean Goggins


	Georg Link


	Samantha Venia Logan


	… you?




### Guest

A guest is invited to participate in the podcast and may or may not be a member of CHAOSS.

We have a [Planning Guests document](https://docs.google.com/document/d/1qxmC1k8SayChurIq2r91CR3r_KAThTwaNEMjA6DLGhE/edit) to keep track of who we want to invite.

### Coordinator

A coordinator assists with the scheduling, confirming podcast dates/times and acts as a central point of communication for all other roles. This role also publishes the episodes sends out post-podcast thank you gifts. This is currently assigned to the CHAOSS Community Manager.


	[Elizabeth Barron](https://github.com/elizabethn)




## Important links


	[Google Drive](https://drive.google.com/drive/folders/1gsQF8_R8cdkQBQn6iWa5oFbd52wIdRy4) Maintained by Paul Bahr, our sound editor


	[Google Drive](https://drive.google.com/drive/folders/14t0-0Bf5rjDaR1PAR854lCnC7xaF4Hnh) Maintained by CHAOSScast Organizers


	[CHAOSScast Calendar](https://calendar.google.com/calendar/embed?src=513r47bb756t07lp5tat5nsuj0%40group.calendar.google.com&ctz=America%2FNew_York) for recording dates and epsiode release schedule


	Email address for podcast, forwarded to Organizers: [podcast@chaoss.community](mailto:podcast@chaoss.community)




## ✍ Strategy

### Name: CHAOSScast

The CHAOSS community [discussed names on the mailing list](https://lists.linuxfoundation.org/pipermail/chaoss/2020-March/001205.html). _Aastha Bist’s_ suggestion CHAOSScast was an instant favorite. We considered longer names that were more descriptive but decided to go with the short CHAOSScast and leave SEO to the description

### Subtitle

The [CHAOSS Community podcast](https://podcast.chaoss.community/) elevates conversations about metrics, analytics, and software for measuring open source community health.

### Description

This podcast fills the gap with open source community metric definitions and software on one side and their use in different contexts on the other side. We invite guests to this podcast to talk about how they use open source community health metrics and software in their own open source communities, companies, or foundations. The panelists are CHAOSS Community members who spent considerable time and effort to understand open source community health and how we can measure it through metrics, analytics and software.

### Goal

This podcast fills a gap in the CHAOSS community by sharing specific use cases for metrics and exploring how metrics are used in different contexts.

### Audience

Anyone interested in open source community and project metrics, including OSPO managers, Community Managers, open source Maintainers, Linux Foundation Employees, Community Members, DevRel managers

### Scope


	[Include] Interviews with people who do metrics for their community, project, foundation, or company


	[Include] Use cases, metrics that matter in specific industries (e.g., high regulated environments as banks)


	[Include] coverage of metrics platforms not considered for future integration into CHAOSS


	[Include] non-OSS markets such as marketing brand communities and corporate social circles


	[Include] active calls for experiments and/or data sets for ongoing case studies?


	[Exclude] quantitative data metrics not related to communities but having much to do with general measurement including ROASS and Paid ad traffic


	[Exclude] developing situations and case studies that are more recent than one month or still ongoing




### Style

A panel of 2-3 CHAOSS members interviews guest(s) who have done or used OSS metrics in their specific context. The interview is about the specific use case of the guest.

### Format

Each recording is scheduled for 1.5h and a released episode targeting 30-40 minutes. The following is the ideal structure:


	Intro music and intro to CHAOSScast


	Intro of panelists


	Intro of guest(s)


	Interview with guest


	Value adds or picks


	Thank You’s and outro with music




### Sample interview questions


	Tell us about yourself and your background.


	Tell us about the open source community and project metrics you use.


	How were these metrics decided on to be important?


	What decisions do you make based on these metrics?


	What tools do you use for the metrics?


	Who else sees these metrics and how are the metrics integrated in your workflows?


	“what amazing thing did you do?”, “what was the community like before it happened?” “When did you realize something needed to change?” “how did you go about getting the thing done?” “what was the end result?” “why dos what you did matter to the listener’s communities?” “what advice do you have to make doing the same thing easier?”


	What are your hopes for CHAOSS in the future?




## 🕙 Automation

Documenting any automation configured to date.

Georg Link has an IFTT recipe to:


	If new item in this RSS feed [https://feeds.fireside.fm/chaosscast/rss](https://feeds.fireside.fm/chaosscast/rss)


	Then tweet it from @CHAOSSproj
* Example tweet: [https://twitter.com/CHAOSSproj/status/1256137855606444032](https://twitter.com/CHAOSSproj/status/1256137855606444032)




## 📖 Procedures

These procedures are for the organizer and coordinator of each episode:

### Scheduling an episode


	always
* Think of who would make a good guest for the podcast and ask them tentatively if you may invite them


	Step 1: Determine a guest (Anyone)
* Action: Recruit interview guest and decide topic and content of the podcast together


	Step 2: Coordinate Episode (Coordinator)
* Action: Send invitation email to guest to find a few potential suitable dates and times (60-90 minutes.)
* Action: Notify organizer of guest’s date and time possibilities, and confirm one.
* Action: Prepare the planning document (copy the [Episode Planning Document template](https://docs.google.com/document/d/17qjAafr0aAWXV_HR-WiefHOa881t8X7tEoiZnPBh3ao/edit?pli=1#heading=h.cmpmu92ylw4d) and start filling in information.)
* Action: send out an [invitation email](https://docs.google.com/document/d/1IniJc9o1OCBBTYv50W3WTfZYmshi4aYusHIK4ADulk8/edit) for panelists to RSVP yes or no ([list of email addresses](https://docs.google.com/document/d/1ca9TJY17cj-cBWmJP5qjCX56133unsaOlEUwACc4PMA/edit))



	Prioritize those who said they were interested in the topic


	If needed, [invite new panelists](https://docs.google.com/document/d/1gGf9n6D5g2Y_YfqVuWOvWvZvNvKmbQr9adruHeQTAu0/edit?usp=sharing)








	Action: Confirm with 1-2 panelists that replied “yes” and notify others who replied yes that the panel is already complete.


	Action: Send calendar invitation with confirmed date of the podcast (only the guest, organizer, and panelists that will be in the episode
* The event has to be created in the [CHAOSScast calendar](https://calendar.google.com/calendar/ical/513r47bb756t07lp5tat5nsuj0%40group.calendar.google.com/public/basic.ics)



	All organizers should have full access to the calendar (i.e., Make changes and manage sharing)








	Name calendar event:🎙 CHAOSScast {with guest}
* Start with the microphone emoticon (🎙) to signal recording meeting






	Action: Send out a [confirmation email](https://docs.google.com/document/d/1Pw8OKn-qSSkMw573BZu-EZ4BZualesdZjPbpBEKvzrc/edit) that includes the [“how we podcast” document](https://docs.google.com/document/d/1j5Ng91rrFrx3PdPejv26rBxb1P7UX-O_Q0_I9TCIya0/edit#) to guests and panelists


	Action: Update the episode planning document with recording time and zoom link


	Action: Update the [episode overview table](https://docs.google.com/document/d/1qxmC1k8SayChurIq2r91CR3r_KAThTwaNEMjA6DLGhE/edit#)


	Action: If the episode is more than two weeks out, schedule a [reminder email](https://docs.google.com/document/d/17vKzCOYvRXq5zaIlv_sb80zFapTU19dRgkx5RqRx3xE/edit) for 1 week before the episode recording


	Action: Schedule a [reminder email](https://docs.google.com/document/d/17vKzCOYvRXq5zaIlv_sb80zFapTU19dRgkx5RqRx3xE/edit) for 24-hours before the episode recording






	Step 3: Finalize Content (Organizer)
* Action: Update the episode planning document with the main topics and questions


	Step 4: Post-Episode Thank You Notes (Coordinator)
* Action: When the episode is scheduled for release that week, notify guest and get their mailing address
* Action: Sign thank you note and assemble with swag
* Action: Mail out thank you note with swag
* Action: Add date of shipment on [episode overview table](https://docs.google.com/document/d/1qxmC1k8SayChurIq2r91CR3r_KAThTwaNEMjA6DLGhE/edit) to confirm it was sent




### Recording an episode


	On day of podcast (Organizer and Panelists):
* Action: Review the [CHAOSScast Recording Procedures](https://docs.google.com/document/d/1G_CFd8CqwxLCahLrC-4XRzaad0OdLX43AY_–UPK2lo/edit#) before the session starts



	Feel good about yourself and get excited!









	When podcast session starts (Organizer and Panelists):
* Join the Zoom room on time (records automatically)
* Be yourself
* Enjoy




### Publishing an episode (~30-40 min)


	Paul Bahr from Peachtree Sound will send the edited podcast and show notes (email) After podcast is edited
* Review the Episode Planning Document for the guest’s profile pic, bio, and social media links.
* Create the Cover Art by downloading a sample [cover art from Dropbox](https://www.dropbox.com/sh/l7iv7qewxk5ud8o/AADj2oAVfg2brvd8DulJPxEla/Art?dl=0&subfolder_nav_tracking=1) and updating the episode number
* Upload the shownotes to google drive and use Convert to Markdown to get markdown format
* In [Fireside](https://chaosscast.fireside.fm/admin/), create missing panelists and guests
* Slug is firstname-lastname (e.g., georg-link)
* Status: public
* The other information should be in the Episode Planning Document
* In [Fireside](https://chaosscast.fireside.fm/admin/), create a new episode



	Permalink: # (only the number of episode)


	Visibility: Public


	Publish on: a Friday at 3 AM US Central Time


	Title: Title from the Episode Planning Document


	Title Format: Episode 123: My Great Title (default)


	Content: Clean (unless we used swear words)


	Summary: First paragraph from the Show Notes are a good starting point


	Description: Insert the show notes in Markdown format.
* Hint: convert show notes to Google Doc and export as Markdown


	Keywords: (use sparingly to avoid keyword cannibilization)


	Tags: (empty) – we can use tags later for having sub-podcasts


	Hosts and Guests: activate everyone who was on the show. Regular panelists are all hosts, even when they are guest on an episode.


	Social Media Destinations: (ignore)


	Apple Podcasts Settings: (ignore)


	MP3 File: upload [MP3 file provided by CPN through Dropbox](https://www.dropbox.com/sh/l7iv7qewxk5ud8o/AAC8aNnZYbKy6K6gsdg5pfTGa/Episodes?dl=0&subfolder_nav_tracking=1)


	Cover Art: upload [cover art from Dropbox](https://www.dropbox.com/sh/l7iv7qewxk5ud8o/AADj2oAVfg2brvd8DulJPxEla/Art?dl=0&subfolder_nav_tracking=1) with the correct episode number


	Header Image: (ignore, will use default)


	Transcript: (ignore)








	PUBLISH
* Update the template [CHAOSScast Calendar](https://calendar.google.com/calendar?cid=NTEzcjQ3YmI3NTZ0MDdscDV0YXQ1bnN1ajBAZ3JvdXAuY2FsZW5kYXIuZ29vZ2xlLmNvbQ) event (🎧 (TBD) Release CHAOSScast episode) for the release date (i.e., remove (TBD) and add epsiode number and title)
* Schedule an email to the CHAOSS mailing list for the release day and time ([template](https://docs.google.com/document/d/1TyZAX7xfYmx3gKSFT2i2K5ERIA1ibGAQVfXMnGmFYyg/edit))
* Include in upcoming [CHAOSS Weekly newsletter](https://docs.google.com/document/d/1N2dbrqHYSxIUF1vXZ1-854aaoGIf86uey0XRhxhgG4o/edit)
* ITTT automated (RSS feed publishing):



	Schedule a tweet through Tweetdeck








	Advertise outside of CHAOSS
* SustainOSS Forum (?)












## 💰 CHAOSScast sponsorship and revenue

SustainOSS sponsors CHAOSScast and covers the cost of hosting, editing, and show notes. CHAOSScast currently doesn’t generate revenue. An idea for the future is to include CHAOSScast as an option along other sponsorship opportunities like CHAOSScon.

## 😎 Acknowledgments

Georg Link was the key person behind the idea to launch a CHAOSS Community Podcast and the first organizer.

Matt Broberg was the second organizer to join the team and helped establish the podcast.

Justin Dorfman worked with Georg and Matt B to onboard CHAOSScast to the CodeFund Podcast Network and define the procedures required for scheduling, recording, and publishing episodes.

Matt Germonprez and Dawn Foster were the first panelists. ([Listen to Epsiode 1](https://podcast.chaoss.community/1))

Paul Bahr from Peachtree Sound is the editor who makes us all sound awesome.



            

          

      

      

    

  

    
      
          
            
  # CHAOSScon

## 👥 Form organizing committee

CHAOSScon is a community organized event. We do not have dedicated event staff and rely on volunteers.

A combination of methods can be used to ask for volunteers:


	CHAOSS general mailing list


	Weekly meetings


	Working group meetings


	Slack


	Reach out directly to individuals




A good organizing committee has volunteers with different skills and interests. The following sections detail what needs to be done to organize CHAOSScon. An organizing committee of about 7-10 volunteers has been effective in executing all tasks.

## 🎪 Secure venue

What venue we use depends on when and where we plan CHAOSScon.

CHAOSScon North America (NA) should be co-located with the Linux Foundation’s Open Source Summit North America (OSSNA). CHAOSScon can share the same venue. To secure the venue, we need to file a request on the OSSNA website or contact someone from the LF events team.

CHAOSScon Europe should be co-located with FOSDEM in Brussels Belgium or the Linux Foundation’s Open Source Summit Europe (OSSEU). Bitergia has secured a venue in the past, but any volunteer can do this.

The organizing committee can determine how many rooms they want to use. A second room can be used for socializing and workshops.

## 🕙 Time for CHAOSScon

It is easier to end the event earlier than run late.

CHAOSScon usually runs as a half-day event.

Consider other events that are happening on the same day.

## 📗 Release and advertise CFP

The Call for Participation (CfP) invites speakers to submit topics for talks, workshops, or tutorials.

We can re-use the same CFP from the last CHAOSScon. CFP’s are stored on GitHub in the [chaoss/website repository](https://github.com/chaoss/website/tree/master/CHAOSScon) and can be retrieved by looking at older versions of files.

The form for speakers to submit talks is a Google form.

## 🤠 Find sponsors

We have a [funding prospectus](https://github.com/chaoss/website/blob/main/CHAOSScon/2021NA/CHAOSSconNA21_funding_prospectus.pdf) that needs to be updated.

Share sponsor prospectus:


	Mailing list


	Twitter


	Specific people the organizing committee knows




Work with sponsors to fulfill promises to sponsors.

## 🎙 Decide on Speakers

When the CFP closes, we use a spreadsheet for evaluating submissions. Each submission gets a row in a table and each organizing committee member gets a column to insert +1, 0, or -1 to vote on submissions. The sum of votes is the basis for discussion.

During a committee meeting, the spreadsheet with submissions and votes is reviewed. Topics and speakers are selected. Based on the selection, a schedule is assembled.

A person selects the action item to inform speakers and confirm their participation.

### 📆 Keynotes

Keynotes get more time than regular sessions.

Keynote speakers should have a message that we as a community want to elevate. We either invite keynote speakers or we ask if a CFP submitter would be willing to extend their talk to a keynote.

## 📔 Launch registration page

If co-locating with a Linux Foundation event, we like to partner with them for registrations to Open Source Summit.

## ✍ Release and advertise the schedule

The CFP has a date for releasing the conference schedule. On that date, the schedule contains all speakers that confirmed. Speakers who have not confirmed yet will be added later or left off the schedule.

The schedule is added to the website by updating the corresponding markdown page [on GitHub](https://github.com/chaoss/website/tree/master/CHAOSScon).

To advertise the schedule:


	Send a message to CHAOSS mailing list, ask everyone to spread the news


	Post regular messages on Twitter


	Reach out to individuals who expressed interest in CHAOSScon




## 🍟 Confirm catering

We typically have coffee, tea, and snacks at CHAOSScon for breaks.

## ⚡ Print name tags

Make sure to have name tags at CHAOSScon.

When co-locating with Linux Foundation events and using their registration system, the LF will provide name tags (i.e., lanyards).

## 🥳 Determine Master of Ceremony

The Master of Ceremony (MC) is responsible for:


	welcoming atendees


	announcing schedule


	work with speakers to make sure they get set up with their laptops


	keep everyone on schedule


	adjourn the meeting




## 💻 Upload Presentation Slides

In the week before CHAOSScon, email all presenters to ask them for their slides. Ideally, all slides are uploaded to the conference page before the event starts. Some presenters prefer to work on slides last minute and provide them on the morning of the event. We need someone at the event who can accept USB sticks and will upload the slides to the website.

On the conference website, links to slides are added in a column of the schedule. The slides are uploaded, ideally as PDFs, to GitHub. The chaoss/website repo is setup to produce a URL that can be linked to.

For example, you can find the slides of CHAOSScon 2021NA through:


	[GitHub repository](https://github.com/chaoss/website/tree/main/CHAOSScon/2021NA/slides)


	[Website URL](https://chaoss.community/chaosscon-2021-na/)




## 📀 Prepare venue

In preparation for CHAOSScon, work with venue to:


	Print the schedule to post it at the venue


	Print signs with the hashtag for the event


	Print arrow signs, in case we need to direct attendees to the right room




On the day of the event check with venue what is allowed:


	Hang up schedule and hashtag signs


	Set up a table to give out name tags


	Provide a place for sponsors to put swag


	Set up video recording




## 📷 Recording and Streaming talks

If possible we want to stream the event live.

We also like to record presentations and upload them to the CHAOSS YouTube channel. This increases the range for presenters and creates an archive to reference talks.

The University of Nebraska at Omaha has in the past brought a camcorder, processed the videos, and uploaded them.

## Follow-up

After the event, thank speakers, share links to videos, upload slides, and send surveys to event attendees.



            

          

      

      

    

  

    
      
          
            
  # 📮 CHAOSSweekly Newsletter
The CHAOSSweekly Newsletter collects the freshest news happening in CHAOSS for the past week. It is managed and maintained by the community manager Elizabeth Barron.

## 🕒 Time
- Usually CHAOSSweekly are sent out on each Friday, recapping the key points that happened in the past five weekdays

## 📌 Publish channels
- Through CHAOSS Mailinglist
- On CHAOSS Website
- On Twitter
- Sync in Slack #general channel

## 📜 Content
- News, often including



	Community conference, events, meetups and workshops


	Metrics, software, or CHAOSScast releases


	Mentorship CfPs, and follow-ups


	Social channel updates


	Working Group and collaboration team adjustments


	Community surveys


	Volunteer opportunities


	…and so much more!








	Upcoming meetings for next week
- With the links of minutes and agenda
- All meetings at: https://zoom.us/my/chaoss


	Software and Working Group repositories


	CHAOSS Resources






            

          

      

      

    

  

    
      
          
            
  # CHAOSS Social Media Guidelines


	[CHAOSS Twitter Channel](https://twitter.com/CHAOSSproj)


	[CHAOSS Twitter Africa Channel](https://twitter.com/chaoss_africa)


	[CHAOSS Youtube Channel](https://www.youtube.com/c/CHAOSStube)




## CHAOSS Social Media Operations Guide
by John Lawrence

https://docs.google.com/presentation/d/154DYEPAX5Orpkeamew1eI41MyKB3l9e4tYhV7tn0DW0/edit

## Social Media Operatives

This file is used to document who the current maintainers/account managers are for CHAOSS social media accounts. Members of the project may request access (by issue, pull request, or email); and upon approval will be listed in this readme.

As of October 1, 2022, members with Twitter account access include:
- [Sean Goggins](https://twitter.com/sociallycompute)
- [Jesus M. Gonzalez-Barahona](https://twitter.com/jgbarah)
- [Georg Link](https://twitter.com/GeorgLink)
- [Kevin Lumbard](https://twitter.com/Paper_Monkeys)
- [Andy Leak](https://twitter.com/akleak)
- [Elizabeth Barron](https://twitter.com/IkegahRuth)
- [Ruth Ikegah](https://twitter.com/IkegahRuth)

As of October 1, 2022, members with YouTube account access include:
- Georg Link
- Kevin Lumbard
- Matt Germonprez
- Sean Goggins
- Jesus M. Gonzalez-Barahona
- Elizabeth Barron



            

          

      

      

    

  

    
      
          
            
  # CHAOSS Season of Docs Case Study

Organization or Project: [CHAOSS](https://chaoss.community)

Organization Description: CHAOSS is a Linux Foundation project focused on creating metrics, metrics models, and software to better understand open source community health on a global scale. CHAOSS is an acronym for Community Health Analytics in Open Source Software. Open source software is critically important for both individuals and organizations. This importance raises questions about how we understand the health of the open-source projects we rely on. Unhealthy projects can have negative impacts on the community involved in the project as well as organizations that rely on such projects.

Author of this Case Study: Elizabeth Barron

## Problem Statement

CHAOSS is not a large project, but it has a lot of moving parts. It is not your typical software-only kind of open source project. Guiding newcomers on where to go, and providing helpful information for them to get started has always been challenging for us. With the Google Season of Docs project we were hoping to make this newcomer journey smoother through documentation.

## Proposal Abstract

We had several ideas for improving documentation across the entire project, but these are the two sub-projects that our technical writers worked on.

### Create a CHAOSS Community-wide Handbook###

Work with CHAOSS members to develop a community handbook. Currently, working groups have developed their own ways of working and documented their disparate processes to varying degrees. The goal of the community handbook is to centralize critical information and standardize parts of it across the CHAOSS project. The handbook should serve as an instruction manual for existing and new community members on how to get work done in the CHAOSS project. This project involves a creative component of collecting and organizing content for the handbook as well as a technical component of defining how to represent the handbook.

Knowledge/Skills Involved: Being a good human with good ethics. GitHub-Flavored Markdown and Workflow, GitHub Pages, HTML Inlines/Tables, Vector/Raster Images Requirements.

Aims of the project: Create a Community Handbook for the CHAOSS project.

Mentors: Elizabeth Barron

References: [https://github.com/chaoss/governance/tree/master/community-handbook](https://github.com/chaoss/governance/tree/master/community-handbook)

License: MIT

### Create a CHAOSS / Augur Developer Guide for Moving Data Exploration into New Metrics

Work with CHAOSS members, including Augur developers, to document how we move from exploration of Augur’s schema with Jupyter notebooks to the development of new Augur Endpoints, and new CHAOSS Metrics. Currently, the iterative process of metric definition and implementation occurs in an ad hoc manner. The goal of the community Augur developer guide is to make the process of asking a question using Python or SQL, into formalized CHAOSS Metrics, and implemented Augur code. The guide should serve as an instruction manual for existing and new community members on how to answer the questions they have using Augur data, and then helping contribute to the Augur software and the CHAOSS project. This project involves a creative component of collecting and organizing content for the handbook as well as a technical component of defining how to represent the handbook.

Knowledge/Skills Involved: Being a good human with good ethics. Familiarity with RestructuredText, GitHub Pages, and image placement.

Aims of the project: Create an Exploration to Metrics Guide for the Augur and CHAOSS projects.

Mentors: [@sgoggins](https://github.com/sgoggins), [@ccarterlandis](https://github.com/ccarterlandis), [@gabe-heim](https://github.com/gabe-heim)

Sean Goggins, Carter Landis, Gabe Heim

References: [https://oss-augur.readthedocs.io/en/master/](https://oss-augur.readthedocs.io/en/master/)

License: MIT

## Project Description

### Creating the proposal

We had several ideas covering various areas of CHAOSS, because there is always room for improvement in documentation! We solicited ideas from the various stakeholders in our community openly in GitHub and then narrowed those ideas down to four sub-projects that would address different aspects of the project. Based on the interest from potential mentees, we ended up with two. All ideas were centered around helping newcomers find their way and increasing participation from potential contributors.

### Budget

Based on the approximate number of hours agreed upon by the mentors and contributors, we agreed on a budget of $5000 USD per writer, for a total of $15,000 for the project.

### Participants

### With this cohort, we hired three technical writers:


	Ruth Ikegah


	Xiaoya Xia


	Satyam Kumar




All participants remained on task and on budget. All participants regularly checked in with their mentors, and all participants successfully completed their parts. We couldn’t be happier with their progress and their collaboration.

### Timeline

At the beginning of the project, each participant opened a string of issues that would address the various tasks and milestones across the length of the project. Each issue correlated with individual timelines. Some of the key milestones were:


	Perform an audit of current documentation


	Restructure document organization to improve the flow of information


	Identify which documents needed to be updated or changed


	Idenfity which documents needed to be created from scratch


	Upload documents to the website’s new Knowledge Base




This project was also intermingled with a Google Summer of Code project which implemented a new         Knowledge Base for the CHAOSS website, and a complete website redesign. Pieces of the final milestone for this project were dependent on those other projects, and are being finalized this week.

### Results

_What was created, updated, or otherwise changed? Include links to published documentation if available. Were there any deliverables in the proposal that did not get created? List those as well. Did this project result in any new or updated processes or procedures in your organization?_

This project resulted in a complete overhaul of the current collection of documents we had compiled around community policies and procedures, information about how work gets done in the project, ways to contribute, and other similar topics. The Community Handbook documentation now lies in a fully searchable and indexed Wordpress [Community Knowledgebase](https://chaoss.community/kb-chaoss-community/), and the Augur documentation lies [here](https://oss-augur.readthedocs.io/en/main/).

Additionally, because this project highlighted the need for periodic updating and reviewing of documentation, a few of our contributors will be working on a bot that submits an open issue as a reminder to review current docs. This will be a new procedure for us and will hopefully help keep documentation top of mind for us and offer a way for newcomers to help review our documents for accuracy, readability, and usefulness.

### Metrics

_What metrics did you choose to measure the success of the project? Were you able to collect those metrics? Did the metrics correlate well or poorly with the behaviors or outcomes you wanted for the project? Did your metrics change since your proposal? Did you add or remove any metrics? How often do you intend to collect metrics going forward?_

We measure the community response to documentation through a community survey we run periodically. We ran the survey before the documentation overhaul was complete, and we will run it again in a few months to determine the efficacy of the changes made to the documentation. We ask questions around documentation accessibility, usability, and discoverability. Of particular interest is how our newcomers rate our documentation in these areas.

### Analysis

_What went well? What was unexpected? What hurdles or setbacks did you face? Do you consider your project successful? Why or why not? (If it’s too early to tell, explain when you expect to be able to judge the success of your project.)_

Because this project was tied to a few other projects involving an entire website overhaul, we relied on a lot of cross-team collaboration and coordination. Some of the timelines of the other projects, as well as limitations of personal schedules did have an effect on implementation of a few final pieces of the documentation project. But overall, given the number of community members who were involved, and the other moving parts, we are extremely proud of the way our writers were able to collaborate and adjust when needed.

We will be able to gauge success of our documentation upgrades after a few months of community engagement. As mentioned before, we plan to run our community survey again.

## Summary

_In 2-4 paragraphs, summarize your project experience. Highlight what you learned, and what you would choose to do differently in the future. What advice would you give to other projects trying to solve a similar problem with documentation?_

It is difficult for newcomers to a project to jump right into improving documentation as their first contribution, although in open source, we often use this as a path for new contributors. It’s hard for someone to offer meaningful contributions until they fully understand the context of the project and the moving parts that go into it, so it seems counterintuitive that this is often the entry point. It’s for this reason we wanted our documentation to be more accessible, discoverable, and useful particularly for newcomers, so that this point of entry makes more sense, and the experience of making a first contribution is smoother.

Our advice would be to highly engage documentation writers on every level of the community, whether they are writing technical documentation or not. Oftentimes with time-sensitive projects like GSoD, there is a temptation to jump right in to changing documents and making PRs. However, offering space, time, and opportunities for new writers to be a part of the community through other channels like community meetings, Slack discussions, or other contribution pathways allows for a better documentation product and end result. Having the full context of how the project works and what the policies and procedures are that are actually in place means that the accuracy of documentation will be greater, and it will require less oversight from seasoned contributors.

Additionally, although it’s risky to intermingle different time-based project initiatives, and requires a lot of patience and collaboration from numerous teams, it can be a highly valuable experience for the writers, as it mimics real-world situations where things don’t often occur in siloed bubbles.

And finally, setting up a process for continuing the work started by writers is crucial, and a mistake we made in previous years of working with the GSoD program. Although you hope that your interns and writers will remain a part of your community, there is no guarantee. So including a process for how documentation will continue to be improved and iterated upon is crucial to the long-term success of the project and the GSoD work.

## Appendix



            

          

      

      

    

  

    
      
          
            
  # Mentorship

## Google Summer of Code - Not Participating in 2023

*Please note, CHAOSS is not participating in GSoC 2023. We may choose to apply next year.

For historical purposes, this is traditionally how the process has gone:
>If you are a student and willing to participate in the Google Summer of Code progam with CHAOSS, please check the ideas in [gsoc-ideas.md](google-summer-of-code/gsoc-ideas.md). You can use the medium of communication to reach out to the mentors and dicuss your microtasks (if any) and doubts. While you need to submit your proposal on the GSoC website, please make sure you add an entry to the [gsoc-interest.md](google-summer-of-code/gsoc-interest.md) as well.

>If you are a mentor and willing to submit a potential idea, please checkout the idea template [gsoc-template.md](google-summer-of-code/gsoc-template.md) and add the idea to the [gsoc-ideas.md](google-summer-of-code/gsoc-ideas.md) page.

## Google Season of Docs - Possibly Participating in 2023

We have not finalized our participation in 2023.

For historical purposes, this is traditionally how the process has gone:

>If you are a student and willing to participate in the Google Season of Docs progam with CHAOSS, please check the ideas in [gsod-proposal.md](google-season-of-docs/gsod-proposal.md). You can use the medium of communication to reach out to the mentors and dicuss your microtasks (if any) and doubts. While you need to submit your applications on the GSoD website, please make sure you add an entry to the [gsod-interest.md](google-season-of-docs/gsod-interest.md) as well.

>If you are a mentor and willing to submit a potential idea, please reach out to the maintainers to discuss the idea and can create a [gsod-proposal.md](google-season-of-docs/gsod-proposal.md) together for the same.

## [Mentorship Program Best Practices](https://docs.google.com/document/d/1wO1soFq-fo5RmxREQ-8RUu_hpvCMgoXZMxd64DgS7C8/edit)

The mentorship programs CHAOSS has been involved in are:
- [Google Summer of Code](https://developers.google.com/open-source/gsoc/timeline)
- [Google Season of Docs](https://developers.google.com/season-of-docs/docs/timeline)
- [Outreachy](https://www.outreachy.org/#)
- [She Code Africa](https://shecodeafrica.org/)
- [Open Source Promotion Plan (OSPP - Asia-Pacific Community) ](https://summer-ospp.ac.cn/help/en/mentor/)



            

          

      

      

    

  

    
      
          
            
  # Roles & Responsibilities

## Involving as a Student 👨🎓

### Before Being Accepted


	Become familiar with CHAOSS Community and the projects for which you’re applying.  Read the get involved guide and ask others in the community if you have questions. If you [ask questions the smart way](http://www.catb.org/~esr/faqs/smart-questions.html)**,** you’ll get better responses.


	Observe Community Interactions: Join both the development and user mailing lists and spend a few days just reading the conversations.


	Introduce Yourself on the communication channels.


	Familiarize yourself with the community’s [Code of Conduct](https://chaoss.community/about-2/code-of-conduct/)**.**


	Attend weekly CHAOSS meetings and jump into discussions ([connection details](https://chaoss.community/participate/)).


	Install your development environment in your local machine and gets familiarize with the codebase.


	Read the project ideas page and discuss with mentors on the specific idea you are interested with.


	Get Knowledge about Mentorship Program by understanding it and reading about it on Wikipedia and getting through Mentorship Manual.




### After Being Accepted


	Set up your project tracker that will help mentors and other community members to track your progress. This can be a blog post, repository, or GitHub board.


	Discuss your strategy and plan for your selected project with your mentors and community members.


	Prepare a detailed project plan with your mentors. Set up milestones for your project.


	Attend weekly meetings and update your mentors about your project.




### After Completion ✅


	Get your code merged into the main repository under the CHAOSS GitHub organization. Make sure the test cases pass!


	Write a final blog post summarizing your work in the 3 months program.


	Engage with the community and maintain your project under the CHAOSS for the long term.


	Spread the words with the others about your project.


	Present your project at events, conferences, and meet-ups.




## Involving as a Mentor 👥

Mentors are people from the community who volunteer to work with a student. Mentors are basically responsible to help the students in every possible capacity. Mentoring generally takes 5-6 hours per week of dedication towards the project and student.

### Expectations from a Mentor


	Read the “[Mentor Responsibilities](https://developers.google.com/open-source/gsoc/help/responsibilities#mentors_responsibilities)” within the GSoC and GSoD guide.


	Review student proposals and work with other mentors and organization admins to select the best candidates for CHAOSS


	Devote at least 5-6 hours per week towards the project and mentee.


	Have good knowledge of the project you are mentoring.


	Attend meetings with your mentee and seek updates from them about their progress.






            

          

      

      

    

  

    
      
          
            
  # Google Season of Docs

NOTE: Google Season of Docs is also written as GSoD in short

## About Google Season of Docs ![](gsod_icon.png)

Official Website - [https://developers.google.com/season-of-docs](https://developers.google.com/season-of-docs)

The goal of Season of Docs is to provide a framework for technical writers and open source projects to work together towards the common goal of improving an open-source project’s documentation.

During the program, technical writers spend a few months working closely with an open source community. They bring their technical writing expertise to the project’s documentation, and at the same time learn about the open-source project and new technologies.

The open-source projects work with the technical writers to improve the project’s documentation and processes. Together they may choose to build a new documentation set, or redesign the existing docs, or improve and document the open-source community’s contribution procedures and onboarding experience.



            

          

      

      

    

  

    
      
          
            
  # Google Season of Docs 2022 Interested Candidates

Hi potential GSoD students,

If you are interested in participating in Season of Docs as a technical writer, first familiarize yourself with the [Technical Writer Guide | Season of Docs](https://developers.google.com/season-of-docs/docs/tech-writer-guide).

Adding a link to your document below serves the purpose of Statement of Interest which has to be submitted by the technical writers. Please read about it, [Creating a statement of interest | Season of Docs](https://developers.google.com/season-of-docs/docs/tech-writer-statement).

Notes
1. In the 2022 Season of Docs program, organizations work directly with technical writers to create, improve, and update documentation. Organizations select technical writers directly. Technical writers interested in working with organizations should submit a statement of interest, using the channel specified on the organization’s proposal page.
2. Your statement of interest should include your contact information, information about your technical writing experience, and an outline of the work you would do with the organization. It should also highlight how you meet any specific requirements the organization has for technical writers. Read the project ideas page of the organization carefully to make sure you have included all the information they require.
3. Once you started working on the project statement, create a pull request on this file below to add yourself, your information, and a link to your statement.

UPDATE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.




Name | Email | Idea | Project Proposal |

— | — | — | — |

Your Name Here | Your Email Here |  Idea You Hoping to Work On | Link to Your Proposal |

Georg Link | linkgeorg@gmail.com | This is an example entry | Proposal Link |

Muhammad Rafly Andrianza | luphieanza@gmail.com | Community Handbook | [Proposal Link](https://docs.google.com/document/d/1dwJFzEXpw5NB932AGrhmpmI8ipu4k1mTPMgdwJtkugQ/edit?usp=sharing) |

Ayush Kumar | ayushknj3@gmail.com | Community Handbook | [Proposal Link](https://gist.github.com/Ayush7614/6eb65be554c941bc821ffb03c90efcfc) |

Xiaoya Xia | xiaoyaxiaesther@gmail.com | Community Handbook | [Proposal Link](https://docs.google.com/document/d/1xnvc2sIGWQaNXxPauzfelOFYhb37C0ctB-kSlunoQVc/edit?usp=sharing)|

Pratik Haldankar | pratikhaldankar360@gmail.com | Website and Metrics Release | [Proposal Link](https://docs.google.com/document/d/1Hxz6Usu0zgVBcrxjLx8b3RRc_mTvj–ZbzcF2O-hdAw/edit?usp=sharing [https://docs.google.com/document/d/1Hxz6Usu0zgVBcrxjLx8b3RRc_mTvj--ZbzcF2O-hdAw/edit?usp=sharing])|

Ruth Ikegah | ruthikegah@gmail.com | The Community Handbook | [Proposal Link](https://docs.google.com/document/d/16CedhEngbw-KjuZQiVZ1AQVKtxzEDcsDe5k2YugyWPY/edit?usp=sharing) |

Satyam Kumar | skdbsp123@gmail.com | Augur | [Proposal Link](https://docs.google.com/document/d/18sVdhLuoUssyHJPwIi_wlort_NHeYN8siQYJCK8solM/edit?usp=sharing) |





            

          

      

      

    

  

    
      
          
            
  # Knowledge Base, Handbook, and Metric Organizing, Updating and Creating - CHAOSS

## About your organization

[CHAOSS](https://chaoss.community/) is an open-source project at the Linux Foundation focused on creating analytics and metrics to help define community health. Work in the CHAOSS Project community is largely organized around software and metrics. Additionally, user groups provide ways to consider how software and practices can support the deployment of CHAOSS metrics. The CHAOSS project was officially announced at the Open Source Summit North America 2017 in Los Angeles.

## About your project

### Your project’s problem

First of all, there is a lot here, and the CHAOSS community will be actively working with our Google Season of Docs person to help with the work, and make decisions about which items to prioritize, using both our priorities and our GSoD student/intern/contributor’s interests.

Through years of open source software health and sustainability metrics, we have developed over 70 metrics, including defining over a dozen metrics requiring data gathering not obtainable through software repositories; a website; a community handbook; a knoweldge base; and several communication channels. In addition, there is not a mechanism in place through which our software tools, Grimoirelab and Augur, can easily reference the CHAOSS metric definition in their toolset. In addition, our guidance on respect for individual data privacy will need to be woven into many of these documentation sets.

Our [metrics](https://chaoss.community/metrics) are published twice per year, and would benefit from a review for consistency in language, especially as it pertains to inclusive language. Working with the CHAOSS Community to define a process, standard, or API that tools like Augur and Grimoirelab could easily use for directly linking metrics implementations to metrics definition without substantial manual embedding of links that sometimes change would also be valuable.

The [CHAOSS website](https://github.com/chaoss/website/) is a WordPress site. The structure and templates for the site are managed directly in WordPress by the web-content group maintainers. Content for the website is collaboratively developed in website-related GitHub repositories. The content is pulled directly into the WordPress site using a WordPress/GitHub connector application. Webpages are broken down into GitHub content areas and GitHub markdown files are used to populate those content areas. The web content group would like to improve existing contribution documentation and create new documents were needed to improve website management.

The [CHAOSS Commmunity Handbook](https://handbook.chaoss.community/community-handbook/) is proving to be an invaluable guide for newcomers, and for maintaining communal memory. It could benefit from a conversion from its current ePub format to more standard formats, either wordpress, Markdown, or Restructured Text that are used in other CHAOSS documentation.

[Augur](https://github.com/chaoss/augur) is a CHAOSS Software project that focuses on the collection and analysis of open-source software health and sustainability data. Augur’s main focus is to measure the overall health and sustainability of open source projects, as these types of projects are system critical for nearly every software organization or company. We do this by gathering data about a project’s repositories, normalizing that into our data model to provide useful metrics about your project’s health. For example, one of our metrics is Burstiness (How are short timeframes of intense activity, followed by a corresponding return to a typical pattern of activity, observed in a project?), which can paint a picture about a project’s focus as well as gain insight as to the potential stability of a project, and how its typical cycle of updates occurs. There are many more useful metrics, and you can find a full list of them here.

The Augur component of this project would focus on updating Augur’s documentation to incorporate more inclusive language and to more accurately reflect the organization of information a newcomer requires to contribute to the project. A current version of Augur’s documentation is found here: https://oss-augur.readthedocs.io/en/main/.  Accomplishing these aims would require the intern to approach Augur as a newcomer, identify non-inclusive language, areas of confusion, and potential areas of improvement in clarity.

We think this project is potentially exciting to an intern interested in open source software health and sustainability because, through the process of updating documentation, there is an opportunity to understand CHAOSS metrics and metrics models more fully, and create direct links between the metrics and metrics Models Augur provides, and their corresponding CHAOSS definitions. In short, this project is an opportunity for deep engagement with the CHAOSS community.

### Your project’s scope

The scope of the project to improve documentation for the CHAOSS website, community handbook, metrics definitions, and our knowledgebase, GrimoireLab, and Augur. We aim to document existing practices and use these efforts to highlight areas for improvement. In all, engagement with GSoD is intended to support and improve the community member experience for all.

We are estimating a period of 6 months to complete this project with three technical writers working on the three individual projects. We have identified community members who are interested to volunteer for managing the project. We have also found three technical writers to work on the projects.

Volunteers:
-   Kevin Lumbard (Website)
-   Sean P. Goggins (Augur)
-   Elizabeth Barron (Community Handbook)

Technical Writers:
-   Andrew Brain (Augur)

### Measuring your project’s success
-   Documentation for each project should be created using the technologies preferred by the community.
-   Each technical writer will create a repository that stores the work and tracks the progress of their portion of the project.
-   The documentation should be beginner-friendly.
-   Co-oping up with deliverables and timeline.
-   Attending weekly meetings for sharing progress about the project with the community.
-   Engaging with the community through mailing lists and communication platforms.
-   Developing clear processes by which future community members can contribute to new and existing documentation.

## Project budget

$15,000 USD

Budget item | Amount | Running Total | Notes/justifications
————|--------|—————|———————
Technical writer develop and implement updated documentation for the website and knowledge base: | 5,000.00 | 5,000.00 |
Technical writer develop and implement updated documentation for the community handbook: | 5,000.00 | 10,000.00 |
Technical writer develop and implement updated metrics documentation, including collaboration to make our software tools more easily able to link implemented metrics to their definitions: | 5,000.00 | 15,000.00 |
TOTAL |  | USD $15,000.00 |

## Project Timeline
1. May - Orientation
2. June - Pilot projects in each specific component of documentation with the dual aims of learning, and scoping our goals.
3. July - September - Create and update documentation, and collaboratively draft a lightweight style guide to help maintain consistency
4. October - Finalize and Review Progress
5. November - Project Completion

## Additional information

All aspects of the project will include focus on our continuous improvement in the use of inclusive langague

### Previous experience with technical writers or documentation:

CHAOSS has participated in the Google Season of Docs 2020 program under The Linux Foundation. We had two candidates who have worked and completed their projects. Jaskirat Singh worked on creating a CHAOSS Community-wide Handbook and Xiaoya Xia worked on building documentation for the CHAOSS D&I Badging Project


	[https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-jaskiratsingh2000](https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-jaskiratsingh2000)


	[https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-xiaoya](https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-xiaoya)




### Previous participation in Season of Docs, Google Summer of Code, or others:

CHAOSS has been participating in GSoC and GSoD over the last three years and has successfully mentored more than 15 students. The CHAOSS Project also participated in Outreachy in 2020.


	[https://chaoss.community/chaoss-mentorship/](https://chaoss.community/chaoss-mentorship/)






            

          

      

      

    

  

    
      
          
            
  # Google Summer of Code

NOTE: Google Summer of Code is also written as GSoC in short

## About Google Summer of Code ![](gsoc-icon.png)

Official Website - [https://summerofcode.withgoogle.com/](https://summerofcode.withgoogle.com/)

Google Summer of Code is a global program focused on bringing more student developers into open source software development. Students work with an open-source organization on a 3-month programming project during their break from school.

Google awards stipends to students who successfully complete a free and open-source software coding project during the summer. The program is open to university students aged 18 or over. The amount of the stipend depends on the [purchasing power parity](https://en.wikipedia.org/wiki/Purchasing_power_parity) of the country where the student’s university is located. Project ideas are listed by host organizations involved in open-source software development, though students can also propose their own project ideas.



            

          

      

      

    

  

    
      
          
            
  # Ideas for Google Summer of Code projects

Interested in working with CHAOSS? Below are some project ideas. We describe how to apply to work with CHAOSS and how we select students on a different page: https://github.com/chaoss/governance/blob/master/mentorship/gsoc-interest.md



## Idea: Improve the CHAOSS DEI Event Badging Review Bot

Hours: 175

[Micro-tasks and place for questions](https://github.com/badging/event-diversity-and-inclusion/issues/134)


The CHAOSS DEI Badging Initiative has been providing badges to event organizers who implement valid DEI practices into their events. The badge is used as a reward system for events with inclusive and welcoming environments. In each review, the Badging Initiative uses a badging-bot to automate some of the processes that help an applicant earn their event badge.
The idea of this mentorship is to learn about CHAOSS DEI Badging and its badging bot, then improve the processes and operation of the badging-bot. This may include working on learning the existing code as well as with algorithms and cross-file references in Javascript. The GSoC student may also be expected to deploy the improvements to the bot on GitHub.





	The aims of the project are as follows:
	
	Clean up and document current badging-bot code and processes


	Migrate the badging-bot to a new platform


	Time permitting, integrate a reviewer assignment algorithm








The applicant must be prepared to work with existing code to improve a GitHub app and integrate that app into the repositories for the CHAOSS Badging Initiative


	_Difficulty:_ Medium


	_Requirements:_ Appreciates DEI, Working knowledge of JavaScript, Experience with GitHub Apps


	_Recommended:_ Experience with webhooks, Experience creating documentation


	_Mentors:_ Matt Germonprez




## Idea: Machine Learning based Community Health and Communication

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/augur/issues/1637)

Currently Augur uses computational linguistics, dependency mapping, license scanning, topic modeling, social network analysis, and algorithms that target temporal changes in CHAOSS metrics. The aim of this project is to advance the accessibility of these insights through the development of python based API endpoints that deliver visualizations of machine learning outputs, similar to the style found in https://github.com/chaoss/augur/blob/main/augur/routes/pull_request_reports.py and https://github.com/chaoss/augur/blob/main/augur/routes/contributor_reports.py

This technical project is essential for advancing newcomer welcomingness, diversity, equity, and inclusion in Open Source Software. An example of our vision can be found here:
[augur-oss+dei-overview.pdf](https://github.com/chaoss/community/files/8247782/augur-oss%2Bdei-overview.pdf)

This work could include optimization and refinement of machine learning workers found under https://github.com/chaoss/augur/tree/main/workers to generate additional, or reporting optimized data, as well as the extension of Augur’s new front end at https://github.com/augurlabs/augur_view, which is based on twitter/bootstrap and flask.


	The aims of the project are as follows:
	
	Communicate repository and project health insights through visualization


	Identify projects that have similar characteristics, and visualize similarity using spacial proximity metaphors


	Increase awareness of open source project ecosystems, and their component projects.








The aims will require working in a programming language to automate the task, use API to generate the graphs, and use some Graphic editor to prepare the pdf.


	_Difficulty:_ Medium


	_Requirements:_ Python programming experience, or a strong interest.


	_Recommended:_ Experience with accessing API’s, writing SQL, and a strong interest in Machine Learning.


	_Mentors:_ Sean Goggins, Andrew Brain




## IDEA: Build Access and Entitlements into a Hosted Version of Augur

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/augur/issues/1639)

The new version of Augur is robust for providing metrics, and we seek to make it possible to install a single instance for CHAOSS Community members to leverage for initial experimentation with CHAOSS metrics. Increasingly, people are approaching the CHAOSS project in search of hosted tools where they can quickly get an analysis of some small subset of their repositories. The goal here is to add login functionality, and access and entitlements associated with logins, such that each user can create an account, list the repositories they want data collected for, and then see only the data they are interested in. If data is already collected for another user for some repositories, we would grant them entitlements to see those repositories immediately. If data needs to be collected, the user would be notified of this need, and given a time estimate (usually 1-3 days in cases where over 100 repos are requested.) This would extend the nascent CHAOSS project, https://github.com/augurlabs/augur_view, which will eventually be moved to the CHAOSS GitHub Org when this functionality is added. The framework employed is twitter/bootstrap serving its frontend through FLASK.


	The aims of the project are as follows:
	
	Increase CHAOSS project responsiveness to newcomers.


	Provide metrics as a service for the CHAOSS community.


	Integrate recommendations on the UI.








The aims will require generating code in Python, twitter/bootstrap, and sql.


	_Difficulty:_ Medium


	_Requirements:_ Interest in software analytics. Python programming. JavaScript programming. SQL knowledge. Willingness to understand Augur, and Augur_view internals.


	_Recommended:_ Experience with Python, UI development, and twitter/bootstrap would be convenient but can be learned during the project.


	_Mentors:_ Derek Howard, John McGinnes, Sean Goggins




## Idea: Enhance Conversational Topic Modelling Capabilities in CHAOSS Software

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/augur/issues/1640)

This project will add GenSIM logic, and other capabilities to the Clustering Worker inside of Augur Software, and be extended into a generalized Open Source Software Conversational Topic Modeling Instrument.

CHOASS/augur has several workers that store machine learning information derived from computational linguistic analysis of data in the message table. The message table includes messages from issue, pull request, pull request review, and email messages. They are related to their origin with bridge tables like pull_request_message_ref. The ML/CL workers are all run against all the messages, regardless of origin.


	Clustering Worker (clusters created and topics modeled)


	message analysis worker  (sentiment and novelty analysis)


	discourse analysis worker (speech act classification (question, answer, approval, etc.)




Clustering Worker Notes:


	Clustering Worker: 2 Models.
	
	Models:






	Topic modeling, but it needs a better way of estimating number of topics.






	Tables






	repo_topic


	topic_words











	Computational linguistic clustering






	Tables






	repo_cluster_messages














	
	Key Needs
	
	Add GenSim algorithms to topic modeling section https://github.com/chaoss/augur/issues/1199














	The topics, and associated topic words need to be persisted after each run. At the moment, the topic words get overwritten for each topic modeling run.


	Description/optimization of the parameters used to create the computational linguistic clusters.


	Periodic deletion of models (heuristic: If 3 months pass, OR there’s a 10% increase in the messages, issues, or PRs in a repo, rebuild the models)


	Establish some kind of model archiving with appropriate metadata (lower priority)











Discourse Analysis Worker Notes:


	discourse_insights table (select max(data_collection_date) for each msg_id)
	
	sequence is reassembled from the timestamp in the message table (look at msg_timestamp)


	issues_msg_ref, pull_request_message_ref, pull_request_review_msg_ref






	Message Analysis Worker
	
	message_analysis


	message_analysis_summary








<img width=”1159” alt=”augur-tech” src=”https://user-images.githubusercontent.com/379847/124799236-f440dc80-df19-11eb-84ce-302cf274884f.png”>


	The aims of the project are as follows:
	
	Advance topic modeling of open source software conversations captured in GitHub.


	Integrate this information into clearer, more parsimonious CHAOSS metrics.


	Automate the management machine learning insights, and topic models over time.


	(Stretch Goal) Improve the operation of the overall machine learning insights pipeline in CHAOSS/augur, and generalize these capabilities.









	_Difficulty:_ Medium


	_Requirements:_ Interest in software analytics. Python programming. Conceptual understanding of machine learning, and an eagerness to learn maching learning, and SQL knowledge.


	_Recommended:_ Experience with Python


	_Mentors:_ Sean Goggins, Andrew Brain, Isaac Milarsky




## IDEA: Implement Conversion Rate Metric in CHAOSS Software

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/community/issues/305)

### Conversion Rate

Question: What are the rates at which new contributors become more sustained contributors?

### Description

The conversion rate metric is primarily aimed at identifying how new community members become more sustained contributors over time. However, the conversion rate metric can also help understand the changing roles of contributors, how a community is growing or declining, and paths to maintainership within an open source community.


	### Objectives (why)
	
	Observe if new members are becoming more involved with an open source project


	Observe if new members are taking on leadership roles within an open source project


	Observe if outreach efforts are generating new contributors to an open source project


	Observe if outreach efforts are impacting roles of existing community members


	Observe if community conflict results in changing roles within an open source community


	Identify casual, regular, and core contributors








### Implementation

This project could be implemented using either the CHAOSS/Augur, or CHAOSS/Grimoirelab (including stack components noted in references) technology stacks.


	The aims of the project are as follows:
	
	Implement the Conversion Rate Metric in CHAOSS Software
- After discussion, consider which CHAOSS Software Stack you wish to work with
- In collaboration with mentors, define the technology framework, and initial path to a “hello world” version of the metric
- Iterative development of the metric


	Assist in the deployment of this metric for a pre-determined collection of repositories in a publicly viewable website linked to the CHAOSS project.


	Advance the work of the [chaoss metrics models working group](https://github.com/chaoss/wg-metrics-models).









	_Difficulty:_ Medium


	_Requirements:_ Knowledge of Python is desired. Some knowledge of Javascript or twitter/bootstrap is also desired. Key requirement is a keenness to dig into this challenge!


	_Recommended:_ Python experience.


	_Mentors:_ Sean Goggins, Daniel Izquerdo





	#### Filters (optional)
	
	Commits


	Issue creation


	Issue comments


	Change request creation


	Change request comments


	Merged change requests


	Code Reviews


	Code Review Comments


	Reactions (emoji)


	Chat platform messages


	Maillist messages


	Meetup attendance








#### Visualizations

![](./images/gsoc-1.png)

Source: https://chaoss.github.io/grimoirelab-sigils/assets/images/screenshots/sigils/overall-community-structure.png

![](./images/gsoc-2.png)

Source: https://opensource.com/sites/default/files/uploads/2021-09-15-developer-level-02.png


	#### Tools Providing the Metric
	
	GrimoireLab


	Augur


	openEuler Infra








#### Data Collection Strategies


	The following is an example from the [openEuler](https://www.openeuler.org/en/) community:
	
	A group of people who attended an offline event A held by the community, can be identified as Group A. Demographic information of Group A could be fetched from an on-line survey when people register for the event. To identify the conversation rate of these participants:


	Some people from Group A started watching and forking the repos, indicating they have shown some interest in this community. We marked them as subgroup D0 (Developer Level 0) as a subset of Group A.


	Conversion rate from the total number of people in Group A to the number of people in subgroup D0 is: D0/Group A


	Some people from subgroup D0 make more contributions beyond just watching or forking, including creating issues, making comments on an issue, or performed a code review. We marked them as subgroup D1 (Developer Level 1) as a subset of D0.


	Conversion rate from the total number of people in Subgroup D0 to the number of people in subgroup D1 is: D1/D0.


	Some people from subgroup D1 continue to make more contributions, like code contributions, to the project. This could include creating merge requests and merging new project code. We marked them as subgroup D2 (Developer Level 2) as a subset of D1.


	Conversion rate from the total number of people in subgroup D1 to the number of people in subgroup D2 is: D2/D1.








![](./images/gsoc-3.png)



Definition:





	Developer Level 0 (D0) example: Contributors who have given the project a star, or are watching or have forked the repository


	Developer Level 1 (D1): Contributors who have created issues, made comments on an issue, or performed a code review


	Developer Level 2 (D2): Contributors who have created a merge request and successfully merged code


	Conversion Rate (Group A -> D0): CR (Group A -> D2) = D0/Group A


	Conversion Rate (D0 -> D1): CR (D0 -> D1) = D1/D0


	Conversion Rate (D1 -> D2): CR (D1 -> D2) = D2/D1








	### References
	
	https://opensource.com/article/21/11/data-open-source-contributors


	https://github.com/chaoss/augur


	https://gitee.com/openeuler/website-v2/blob/master/web-ui/docs/en/blog/zhongjun/2021-09-15-developer-level.md


	https://chaoss.github.io/grimoirelab-sigils/common/onion_analysis/


	https://mikemcquaid.com/2018/08/14/the-open-source-contributor-funnel-why-people-dont-contribute-to-your-open-source-project/






	### Contributors
	
	Yehui Wang


	Clement Li


	zhongjun


	Xiaoya Xia


	Matt Germonprez


	Sean Goggins


	King Gao








## IDEA: Open Source Software Health Metrics Visualization Exploration

Hours: 175

[Micro-tasks and place for questions](https://github.com/chaoss/augur-community-reports/issues/34)

The CHAOSS Community currently delivers pre-packaged visualizations of open source software health data through Augur APIs (https://github.com/chaoss/augur/blob/main/augur/routes/pull_request_reports.py and https://github.com/chaoss/augur/blob/main/augur/routes/contributor_reports.py), and the https://github.com/chaoss/augur-community-reports repository. This project seeks to expand, refine, and standardize the visualization of different classes of community health metrics data. Specifically, some analyses are temporal, others are anomaly driven, and in some cases contrasts across repositories and communities are required. In each case, the visualization of data is an essential component for metrics, and what we are now referring to as metrics models (https://github.com/chaoss/wg-metrics-models).

Additional resources include: http://new.augurlabs.io/ && https://github.com/augurlabs/augur_view which demonsrate the updated twitter/bootstrap Augur frontend.


	The aims of the project are as follows:
	
	Experiment with standard metrics visualizations using direct Augur database connections, or through the Augur API.


	Refine metrics, and metrics model visualizations using Jupyter Notebooks are similar technology.


	Transform visualizations, as they are completed, into Augur API endpoints, following the pull request, and contributor reports examples.









	_Difficulty:_ Medium


	_Requirements:_ Strong interest in data visualization.


	_Recommended:_ Experience with Python is desirable, and experience designing, or developing visualizations is desirable.


	_Mentors:_ Sean Goggins, Andrew Brain, Vinod Ahuja.




## Idea: Build Knowledgebase Application on CHAOSS Website

Hours: 350

Micro-tasks and place for questions: https://github.com/chaoss/website/issues/708

While much of the work of CHAOSS is done in GitHub, the CHAOSS website is often the first place people visit to get information [https://chaoss.community/](https://chaoss.community/). The goal of the website is to create clear paths for new members who want to contribute, metrics users who want information about metrics, and existing members who need information about project operations. As project grows, there is a need for alternative display and categorization options for knowledgebase topics to reduce the burden on website visitors in finding the information that they need.

Work on this project would require the student to work closely with the mentors and the community to come up with different display and categorization options for CHAOSS Knowledge Base topics. CHAOSS knowledgebase topics that are currently under consideration for this application are released metrics, metrics models, and contributor handbook information. Information about these topics are captured and stored in GitHub repositories by the relevant working groups. The application will need to pull information from github markdown documents to display on the website knowledge base application (we have existing code that does this).

The aims of the project are as follows:
* Use Wordpress to implement a knowledge application (example knowledgebase plugin up for consideration - https://wordpress.org/plugins/basepress/)
* Research and ideate different display options and categorizations for knowledgebase topics.
* Build web pages to display different knowledgebase topics.

The aims will require working with front-end web development technologies and WordPress to build a knowledgebase application that can display information about knowledgebase topics.


	_Difficulty:_ Low


	_Requirements:_ Interest in front-end web development


	_Recommended:_ Experience with Wordpress, HTML, CSS, JavaScript, and GitHub Markdown


	_Mentors:_ Kevin Lumbard,  Matt Germonprez, Ritik Malik, and Elizabeth Barron






            

          

      

      

    

  

    
      
          
            
  # Google Summer of Code 2022 Interested Candidates

Hi potential GSoC students,

You can ask questions and meet the community on Slack here: https://join.slack.com/t/chaoss-workspace/shared_invite/zt-r65szij9-QajX59hkZUct82b0uACA6g … look for the GSOC-Applicants channel.

A few details regarding the application process specific to the CHAOSS project:


	You must complete one micro-task related to the idea you are interested in. You can find the micro-tasks on the GSoc Idea Page at: [gsoc-ideas.md](./gsoc-ideas.md)


	Once you completed one micro-task, create a pull request on this file below to add yourself, your information, and a link to your repository of the completed micro-task. NOTE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.


	You are welcome to include in your repositories other information that could be of interest, such as open issues or pull requests submitted to the project to which you intend to contribute during GSoC, contributions to other projects, skills, and other related information.


	Using and submitting other people’s work as your own is not allowed. If you use other people’s work, be sure to acknowledge their work in your submission.


	Documentation of all code contributions is critical, and expected from all CHAOSS GSoC Students.




You must complete these things by April 19, 2022 13:00 US Central Time (UTC-5). Make sure to also [submit the information required by GSoC for applicants](https://summerofcode.withgoogle.com/) (i.e., project proposal), linking to it from your pull request to this file. Here is an [Proposal Template](https://docs.google.com/document/d/1YZez6_hgp2dBybEsMZoQ-ONB9IawK4_OPISLHe9Tjew/edit) to get you started.

Regards,
GSoC Mentors

—

## Applicants

The applicants section will be completed as applicants are added here. At the moment, we are at the very beginning!

UPDATE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.




Name | Email | Idea | Micro-Task Repository | Project Proposal | Submitted on GSOC |

— | — | — | — | — | — |

Your Name Here | Your Email Here |  Idea You Hoping to Work On | Link to your Mico-task Repo | Link to Your Proposal | YES/NO |

Georg Link | linkgeorg@gmail.com | This is an example entry | [Micro-task](https://github.com/chaoss/governance/blob/master/mentorship/gsoc-ideas.md) | [Proposal Template](https://docs.google.com/document/d/1YZez6_hgp2dBybEsMZoQ-ONB9IawK4_OPISLHe9Tjew/edit) | NO |

Amaan Sayyad | amaansayyad2001@gmail.com | Build Knowledgebase Application on CHAOSS Website | [Microtasks Repo](https://github.com/AmaanSayyad/Microtasks-Repo) | [Project Proposal](https://docs.google.com/document/d/1vSeOIgwKy62Y0ZBhA4-YadKDDTZov68h1V94E-VilbI/edit?usp=sharing) | YES |

Enock Kasaadha (Pseudonym: Enoch Kaxada) | ekaxada@gmail.com | Improve the CHAOSS DEI Event Badging Review Bot | [Micro-task](https://docs.google.com/document/d/1-aZJEzo_Clrx8EvYzI5SYYrlzTCH-yvBUQm6kUKWuFU/edit?usp=sharing) | [Proposal](https://docs.google.com/document/d/1QBo6PtokScEPnWaqaildl0N8rIVt0zMSRpaAuj8xXLU/edit?usp=sharing) | YES |

Sakshi Diggikar | sakshidiggikar681@gmail.com | Open Source Software Health Metrics Visualization Exploration | [Microtasks Repository](https://github.com/thesakshidiggikar/chaoss-micro-task) | [Project Proposal](https://docs.google.com/document/d/1_mq8QDlm47g3dKjwOyiQ663Qak-ovayXE-Tfpsrg950/edit?usp=sharing) | Yes |

Ayush | ayu08kau@gmail.com | Open Source Software Health Metrics Visualization Exploration | https://github.com/ayush-8/chaoss-gsoc-application | [Project Proposal](https://docs.google.com/document/d/10djeoz2niWeJRjSOXKavLuOFHthLFiRgHGZ-1KXka5Q/edit?usp=sharing) | YES |

Ramya Kappagantu | ramyasanjana1999@gmail.com | Machine Learning based Community Health and Communication | [Micro-task](https://github.com/RamyaKappagantu/chaoss-augur-gsoc-22) | [Project Proposal](https://docs.google.com/document/d/1_94Ql_FBQER9by-8saUj74YxUs_TDVP9I6SvC5trU-U/edit?usp=sharing)| YES |

Priya Srivastava | shivikapriya730@gmail.com | Build Access and Entitlements into a Hosted Version of Augur | [Microtasks Repository](https://github.com/Priya730/chaoss-micro-task) | [Project Proposal](https://docs.google.com/document/d/1MBMGKSxY4AOdgcWPlWSruDrVfSyAY7fP_kOiWx0c1fQ/edit?usp=sharing) | YES |

Siddhi Gupta | siddhiiguptaa@gmail.com | [Open Source Software Health Metrics Visualization Exploration](https://github.com/chaoss/augur-community-reports/issues/34) | [Microtask Repository](https://github.com/siddhiiguptaa/CHAOSS-microtask) | [Project Proposal](https://docs.google.com/document/d/1C7nWJt4AKsE1ePIWsOYEzbAGwA8GchtxRfHfF0L4TOE/edit?usp=sharing) | YES  |

Akshaya Chanchala | chanchala9119@gmail.com | Build Knowledgebase Application on CHAOSS Website | [Micro-task](https://github.com/Akshaya101/gsoc-2022-KB) | [Project Proposal](https://drive.google.com/file/d/17tZbpI3uXYyB668diy128i8tBlXjVboU/view) | YES |

Ayush Tamra | tamraayush@gmail.com | Improve the CHAOSS DEI Event Badging Review Bot | [Micro-task](https://docs.google.com/document/d/1EGBfgwb7iJHlGnrq6l0-dQrpHW92gxArkP6BxG4W-qE/edit?usp=sharing) | [Proposal](https://docs.google.com/document/d/1R0UKhAKr1OUzFsjvZmy2O1sreYv8KyMt5y_i-2w2tqk/edit?usp=sharing) | YES |

Mabel F | mabel.furutsuki@gmail.com | Implement Conversion Rate Metric in CHAOSS Software | [Micro-task](https://github.com/mabelbot/chaoss-cr-microtasks) | [Project Proposal](https://docs.google.com/document/d/1PhX8grjoh6XFrwl7KgnnR1OkyNZg9QoKYEoMvKiTxDo/edit?usp=sharing) | YES

Heramba Limaye                           | heramba96l@gmail.com        | Build Knowledgebase Application on CHAOSS Website                                                                            | [Micro-task](https://github.com/HerambLimaye/chaoss_microTask)                                                 | [Proposal](https://docs.google.com/document/d/1h_m979VCfpI6h9I65g5at9raE_wnD_J3wWllm0Q4-Xg/edit?usp=sharing)         | YES               |

Taiwei Wu (tieway) | tieway59@foxmail.com | Implement Conversion Rate Metric in CHAOSS Software | [Micro-task](https://docs.google.com/document/d/177gdubVEPlMq6DnZr4nVMIWUW74soG74kc_PaT4TqRM/edit?usp=sharing) | [Project Proposal](https://docs.google.com/document/d/177gdubVEPlMq6DnZr4nVMIWUW74soG74kc_PaT4TqRM/edit?usp=sharing) | YES |

Yash Prakash | yash2002109@gmail.com | Build Knowledgebase Application on CHAOSS Website | [Microtasks Repository](https://github.com/yash2002109/gsoc_22-microtasks) | [Project Proposal](https://docs.google.com/document/d/1mHFf6f0AOzmGW0w6azUEuiFPkRusFn3DpX5CBjWJXys/edit?usp=sharing) | YES |

Ayush Kumar | ayushknj3@gmail.com | Build Knowledgebase Application on CHAOSS Website | [Microtasks Repository](https://github.com/Ayush7614/Gsoc-22-Microtask) | [Project Proposal](https://docs.google.com/document/d/1kCrHz-PBA04oGNM5cMGehIv_JKGojbm8U3i4IqKLHQk/edit?usp=sharing) | YES |

Tejas Mate | hellotejas@pm.me | Build Knowledgebase Application on CHAOSS Website | [Microtasks Repository](https://github.com/TejasMate/MicroTask) | [Project Proposal](https://docs.google.com/document/d/1VlzThxgW0hi706SQQA17cFxNxCkzHNkZ4u1YHtwNPRM/edit?usp=sharing) | YES |





            

          

      

      

    

  

    
      
          
            
  ## Each Subsequent Idea gets a new heading like this

[Micro-tasks and place for questions]`(  )` In the parentheses, provide a link to an issue open for answering questions

`
One paragraph description. Perhaps two. (coding ticks provided only for emphasis. Remove before submitting PR.)
`


	The aims of the project are as follows:
	
	X


	Y


	Q








`
Describe the programming Skills necessary, and those a potential student should be willing to learn. (coding ticks provided only for emphasis. Remove before submitting PR.)
`


	_Difficulty:_ Low, Medium, High (or other classification of your choosing)


	_Requirements:_ These can be technical or analytical.


	_Recommended:_ Aimed at “things you have done before, at least in class.”


	_Mentors:_ Last year 2 mentors were required per project. Waiting for GSoC site to open for this year.




### Microtasks

For becoming familiar with Augur, you can start by reading some documentation. You can find useful information at in the links, below. Grimoirelab also has a set of installation instructions and documentation here: https://chaoss.github.io/grimoirelab-tutorial/

Once you’re familiar with Augur, you can have a look at the following microtasks.
-   Microtask 0:


Download and configure Augur, creating a dev environment using the general cautions noted here:
- Augur



	https://oss-augur.readthedocs.io/en/dev/getting-started/installation.html and the full documentation here:


	https://oss-augur.readthedocs.io/en/dev/development-guide/toc.html








	Grimoirelab
- https://chaoss.github.io/grimoirelab-tutorial/








	Microstask 1:
Work on any Augur or Grimoirelab Issue that’s Open


	
	Microtask 2:
	Identify new issues you encounter during installation.







	Microstask 3:
Explore data presently captured, develop an experimental visualization using tools of your choice. If Jupyter Notebooks against an Augur database/API endpoint collection, use https://github.com/chaoss/augur-community-reports for development.


	
	Microtask 4:
	Anything you want to show us. Even if you find bugs in our documentation and want to issue a PR for those!











            

          

      

      

    

  

    
      
          
            
  # Ideas for Summer 2021 of Open Source Promotion Plan projects

Interested in working with CHAOSS? Below are some project ideas. We describe how to apply to work with CHAOSS and how we select students on a different page: [summer-ospp-interest.md](./summer-ospp-interest.md)

—

## Idea: Automate Metrics Translation and Process Improvement

Project ID: 210190536 | [Project Link on the Website](https://summer.iscas.ac.cn/#/org/prodetail/210190536?lang=en)

Project Description:

CHAOSS currently has a repository hosting for localized metrics: https://github.com/chaoss/translations. These metrics are translated by a fee-based translating service.

We are maintaining a list of terms for Chinese translations to make it more coherent: https://github.com/chaoss/translations/issues/9

CHAOSS is releasing new metrics, we wish the translating work be a CI workflow. Ideally, we can call some third-party translation API and build an automated translation and archive process based on GitHub.

Knowledge/Skills Involved: Python, TypeScript, Lua are suggested to know, but can be learned during the process

Difficulty Level: High

Language: Chinese/English

Mentors information:
- Xiaoya Xia <2031361857@qq.com>
- Frank Zhao <frank_zsy@hypertrons.io>

Aims of the project:
- You can use GitHub actions to develop the workflow, or develop bots by yourself. A more suggested way is integrating [Hypertrons](https://www.hypertrons.io/#/) as the automation bot.
- The workflow includes translating and archiving them to the [main repository](https://github.com/chaoss/translations) each time new metrics are released under each working group’s repository.

References:
- https://www.hypertrons.io/#/

## Idea: Developing new community reports components

Project ID: 210190647 | [Project Link on the Website](https://summer.iscas.ac.cn/#/org/prodetail/210190647?lang=en)

Project Description:

The template of CHAOSS community report v1: https://github.com/chaoss/community-reports. Right now, it has 4 components. They were powered by Augur and GrimoireLab. The idea is about Implementing more CHAOSS metrics visualization components based on GitHub open source data.

[Opendigger](https://github.com/X-lab2017/open-digger) is an analysis project that aims to dig into the open source world based on data. The project can provide GitHub coordination log data from 2015 - now, which can be used to realize meaningful CHAOSS metrics that are related to GitHub. You can get some more inspirations from GitHub insight report 2020: http://oss.x-lab.info/github-insight-report-2020-en.pdf

Knowledge/Skills Involved: The project requires data analysis skills, and the ability to use visualization tools like ECharts, Ant-V, etc.

Difficulty Level: Medium

Language: Chinese/English

Mentors information:
- Frank Zhao <frank_zsy@hypertrons.io>

Aims of the project:
- Design visualization components that clearly show community status based on CHAOSS metrics
- Develop components and make sure it matches with the overall report style
- Integrate components to the community report

References:
- http://oss.x-lab.info/github-insight-report-2020-en.pdf
- https://github.com/X-lab2017/open-digger
- https://github.com/chaoss/community-reports
- https://chaoss.community/community-reports/

## Idea: Expanding and restyling the GrimoireLab tutorial

Project ID: 210190824 | [Project Link on the Website](https://summer.iscas.ac.cn/#/org/prodetail/210190824?lang=en)

[Micro-tasks and place for questions](https://github.com/chaoss/grimoirelab/issues/433)

Project Description:

[GrimoireLab](https://chaoss.github.io/grimoirelab) is a powerful open-source platform that provides support for monitoring and in-depth analysis of software projects. It produces a rich set of metrics with data extracted from more than 30 tools related to contributing to Open Source development such as version control systems, issue trackers and forums. These metrics are shown and exploited on Web dynamic dashboards, which can be easily inspected by decision-makers to help them understand the evolution and health of their projects.

The main entry point to learn about GrimoireLab is the [tutorial](https://chaoss.github.io/grimoirelab-tutorial), which provides a walkthrough of the platform and its components. Recently, the community has requested to revamp and expand its content to include additional information such as dashboard customization and management.

Knowledge/Skills Involved: Python, Jekyll, and Docker are suggested technology to know, but can be learned during the program.

Difficulty Level: Medium

Language: English

Mentors: Georg Link, Jose Manrique López de la Fuente, Venu Vardhan Reddy Tekula

Aims of the project:
- Refactor the content of the tutorial with the [TOC](https://github.com/chaoss/grimoirelab-tutorial/issues/104) proposed in the issue
- Revamp the content of the tutorial. Some content can be taken from [chaoss/grimoirelab](https://github.com/chaoss/grimoirelab#getting-started), [chaoss/grimoirelab-sirmordred](https://github.com/chaoss/grimoirelab-sirmordred#sirmordred-), [Bitergia/c/FAQ](https://gitlab.com/Bitergia/c/FAQ), [jsmanrique/grimoirelab-user-guide](https://github.com/jsmanrique/grimoirelab-user-guide)
- Restyle the tutorial with a new template
- Replace the current images with new ones. Some images can be taken from [jsmanrique/grimoirelab-user-guide](https://github.com/jsmanrique/grimoirelab-user-guide)
- Align the new content with the getting started guides available in the different GrimoireLab components



            

          

      

      

    

  

    
      
          
            
  # Summer 2021 of Open Source Promotion Plan Interested Candidates

Hi potential candidates,

A few details regarding the application process specific to the CHAOSS project:


	You must choose one of the ideas present in [summer-ospp-ideas.md](./summer-ospp-ideas.md) page and contact the mentors & discuss your plans about the project. You are expected to work on the Project Application Proposal. If you have any microtasks for the project, you are expected to work on them too.


	Once you have completed working on the Proposal, create a pull request on this file below to add yourself, your information, and a link to your proposal and microtasks repo (if any).




NOTE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.


	You are welcome to include in your repositories other information that could be of interest, such as open issues or pull requests submitted to the project to which you intend to contribute during the program, contributions to other projects, skills, and other related information.


	Using and submitting other people’s work as your own is not allowed. If you use other people’s work, be sure to acknowledge their work in your submission.




You must complete these things by June 13, 2021 ([Calendar](https://summer.iscas.ac.cn/help/en/student/#calendar)). Make sure you zip the required materials in to one archive and submit in [Open Source Promotion Plan Management System](https://portal.summer-ospp.ac.cn/summer/) before the deadline. Here is the [guidelines and Project Application Template](https://summer.iscas.ac.cn/help/en/assets/Project-Application-Template.pdf). Please chek the [Student Help Guide](https://summer.iscas.ac.cn/help/en/student/) for more information.

Regards,
Summer OSPP Mentors




Name | Email | Idea | Micro-Task Repository (if any) | Project Application Proposal |

— | — | — | — | — |

Your Name Here | Your Email Here |  Idea You Hoping to Work On | Link to your Mico-task Repo (if any) | Link to Your Project Application Proposal |

Georg Link | linkgeorg@gmail.com | This is an example entry | — | [Project Application Proposal](https://docs.google.com/document/d/1C1iazxyyuo3lm7N1QXEQnM3RM58fFB9hzXD1jXzUwII/edit?usp=sharing) |

Veerasamy Sevagen | sevagenv@gmail.com  | Expanding and restyling the GrimoireLab tutorial | [Microtasks](https://github.com/VSevagen/Summer-OSPP-Microtasks) | [Project Proposal](https://docs.google.com/document/d/1La3TOinfkiD1k1O75SxuHKBk00WFZBvNhXfecPV2ga4/edit?usp=sharing) |





            

          

      

      

    

  

    
      
          
            
  # Outreachy

## About Outreachy

![](outreachy-logo.png)

Outreachy is a paid, remote internship program. Outreachy’s goal is to support people from groups underrepresented in tech. They help newcomers to free software and open-source make their first contributions.

Outreachy provides internships to work open source. People apply from all around the world. Interns work remotely and are not required to move. Interns are paid a stipend of $5,500 USD for the three-month internship. Interns have a $500 USD travel stipend to attend conferences or events.

Interns work with experienced mentors from open source communities. Outreachy internship projects may include programming, user experience, documentation, illustration, graphical design, or data science. Interns often find employment after their internship with Outreachy sponsors or in jobs that use the skills they learned during their internship.

Outreachy expressly invites applicants who are women (both cis and trans), trans men, non-binary people, and genderqueer people to apply.

They also expressly invite applications who are residents and nationals of the United States of America of any gender who are Black/African American, Hispanic/Latin, Native American/American Indian, Alaska Native, Native Hawaiian, or Pacific Islander.

## Outreachy Eligibility Rules ✔

NOTE: These eligibility rules are exactly the same and have been taken from the [Outreachy official website](https://www.outreachy.org/docs/applicant/#what-is-outreachy)

These eligibility rules apply to December 2020 to March 2021 Outreachy internships round. Dates may change for future rounds.

Outreachy is open to applicants around the world. You will need to meet the following requirements:


	You are or will be 18 years of age or older by Dec. 1, 2020


	You are available for a full-time, 40 hours a week internship from December 1, 2020 to March 2, 2021.


	You were not an intern with Outreachy, the Outreach Program for Women, or Google Summer of Code. People who were a Google Summer of Code intern are not eligible for Outreachy. All Google Summer of Code interns are ineligible for Outreachy, including people who did not successfully finish their GSoC internship. If you apply to Outreachy and you are not accepted as an intern, you may apply again.


	Applicants who have part-time or contracting jobs are welcome to apply. People who are willing to quit their full-time job are welcome to apply. If you cannot quit your full-time job, you are not eligible for Outreachy. People who are taking a leave of absence from a full-time job are not eligible for Outreachy.


	Outreachy is open to both university students and people who are not university students. University students must have 42 consecutive days free from school and exams during the internship period. Students must apply to the correct internship round (see rules below).




Outreachy internships run twice a year, May to August and December to March. We have some rules around which internship round you can apply to:


	If you are not a university student, you may apply to either internship round.


	If you are a student of a university in the [Northern Hemisphere](https://en.wikipedia.org/wiki/Northern_Hemisphere), you will only be eligible for the May to August round. Students in India are considered to be in the northern hemisphere, regardless of where their university is located.


	If you are a student of a university in the [Southern Hemisphere](https://en.wikipedia.org/wiki/Southern_Hemisphere), you will only be eligible for the December to March round.


	Otherwise, if your university is near the equator, you may apply to any round. We will review university term schedules on a case-by-case basis.


	If you are completing your last term for your degree, you may be eligible for either round, regardless of what hemisphere you are in.




## Outreachy Annual Schedule 📆

Outreachy internships run twice a year. Here is our general schedule for each year:


Round Dates | Mid-Year Internships | End-Year Internships |

:—: | :—: | :—: |

Initial application opens | late January | late Agust |

Initial applications due | end of February | end of September |

Contribution period opens | March | October |

Final application and contributions due | April | November |

Interns announced | May | November |

Internships start | May | December |

Internships end | August | March |



## Expectations

### For Outreachy Interns 👨🎓


	Interns are expected to work 40 hours a week for at least 12 weeks of the 13-week internship.


	Getting familiar with the community by introducing yourself on the mailing list and observing the community interactions.


	Make prior contributions towards the CHAOSS community.


	Setup the development environment on your local and understand the project outcome and expectations fairly on which you want to work .


	Set up milestones for your project and discuss with the CHAOSS mentors and community members


	Attend weekly CHAOSS meetings and jump into discussions.


	Honest, committed, and responsive while preparing for the Outreachy application or working with the CHAOSS community.




### For Outreachy Mentors 👨💻


	Outreachy mentors should be able to provide a project for the intern to work on.


	Review student proposals and work with other mentors and organization admins to select the best candidates for CHAOSS.


	Required to commit 5 hours per week towards the intern - including answering questions, reviewing contributions, and meeting with interns.


	A real-time meeting at least once a week - either through real-time chat, video conference, or phone.


	Detailed and timely review of contributions - if a mentor is unable to provide contribution review, they are responsible for finding community members who can.


	Guidance to interns about time management.


	Holds fair knowledge of the project you are mentoring.




### Reference
- Outreachy Internship Guide: https://www.outreachy.org/docs/internship/#mentor-expectations


	Outreachy Applicant Guide: https://www.outreachy.org/docs/applicant/


	Outreachy Official Website: https://www.outreachy.org/
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