

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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  # Contributing to CHAOSS
👍🎉 First off, thanks for taking the time to contribute! 🎉👍

## What is this document?

This document outlines a generic process of contributing and applies to all CHAOSS repositories. Each repository may have unique guidelines specific to the project, but this document serves as a primer for what is required when contributing to CHAOSS.
Use your best judgement, and feel free to propose changes to this document in a pull request

## Who can contribute?

Anyone can contribute to CHAOSS on any of our communication channels. See <https://chaoss.community/participate/> to learn more about how to participate. We are excited to meet first-timers and we are always ready to support you during your contribution journey.

## Which channel should I use?
CHAOSS uses the following channels for contributions:


	Mailing Lists


	Community calls


	Working group calls


	GitHub




## Catch us online


	[CHAOSS on the Web](https://chaoss.community)


	[CHAOSS on GitHub](https://github.com/chaoss)


	[CHAOSS on LFX Crowdfunding](https://crowdfunding.lfx.linuxfoundation.org/projects/a4a43b66-f707-47b4-97cc-484285c274a8)


	[CHAOSS on Open Collective](https://opencollective.com/chaoss)


	[CHAOSS Podcast](https://podcast.chaoss.community/)


	[CHAOSS on YouTube](https://youtube.com/c/CHAOSStube)


	[CHAOSS on Twitter](https://twitter.com/chaossproj)


	[CHAOSS on LinkedIn](https://linkedin.com/company/chaoss/)




### Conversations and high-level contributions (email, call, face to face)

Strategic directions, clarifications of scope, and ideas in an early stage are best discussed on the mailing list, calls, and face-to-face meetings. See <https://chaoss.community/participate/>.

### Bug report and feature request contributions (issue)

Bug reports and specific feature requests are best discussed in an issue on the repository they pertain to. You can do this by creating an issue and explaining what bug you found in the comment section. The conversation moves from there.

### Code or document change contributions (GitHub User Interface)

Changes can be made from within the GitHub user interface. As a non-maintainer, GitHub will create a fork under your name and ask that you create a pull request. The pull request lets the repository maintainers know of your change and provides a space to discuss the change.

The [CHAOSS Charter](https://github.com/chaoss/governance/blob/master/project-charter.md) requires that contributions
are accompanied by a [Developer Certificate of Origin](http://developercertificate.org) sign-off.
For ensuring it, a bot checks all incoming commits.

A DCO sign-off is accomplished by writing into the commit comment field:

Signed-off-by: Your Name <YourName@example.org>

It should be noted that the angled brackets < and > need to be included with the email.

This can be automated by using a browser plugin like
[DCO GitHub UI](https://github.com/scottrigby/dco-gh-ui).

#### Steps to use the DCO browser plugin
The  [DCO browser plugin](https://github.com/scottrigby/dco-gh-ui) is a handy tool to automatically sign commits created using GitHub.
To enable this plugin:


	Go to the plugin page on the [chrome web store](https://chrome.google.com/webstore/detail/dco-github-ui/onhgmjhnaeipfgacbglaphlmllkpoijo).


	Alternatively, you could go to the [firefox addon page](https://addons.mozilla.org/en-US/firefox/addon/scott-rigby/) to add the extension to your browser.


	Once you add the extension, right click on the extension in the toolbar of your browser and select Options.


	A dialog box will open up as shown below. Fill in your GitHub name (not the handle) and email-id.


	Then, whenever you perform a commit on GitHub, the line Signed-off-by: Your Name <Youremail> will automatically appear in the commit description while making changes to a file as shown in the example below. A commit message can be added to the lines above the auto-generated sign-off.


	Once you perform the commit and send a pull request, the commit will be verified and approved by the DCO bot.





This plugin is non-intrusive and works only on GitHub.




If you forget to add the sign-off you can also amend a previous commit with the sign-off. For this, you need to clone the repository on your local machine and run `git commit –amend -s`. Because you have pushed your changes to GitHub already you’ll need to force push your branch after this with `git push -f`.

### Code or document change contributions (pull request)

Changes to source code files or documents are best contributed and discussed in pull requests. Please look at the CONTRIBUTING.md files for repository specifics.

In this process, make sure your [GitHub account][ssh] is setup [fork][fork] then locally [clone][clone] the repo:


git clone git@github.com:<your-username>/<repository>.git




Create a [feature branch][fb] in your local repository:


git checkout -b <branch>




Make your change and commit the change (NOTE: with -s you sign-off on each commit, which is your [Developer Certificate of Origin](https://developercertificate.org/)):


git add <changed file>
git commit -s -m “<description of change>”




If you forget to add the sign-off you can also amend a previous commit with the sign-off by running `git commit –amend -s`. If you have pushed your changes to GitHub already you’ll need to force push your branch after this with `git push -f`.

Push to your fork on GitHub:


git push origin <branch>




Then, [submit a pull request][pr] on GitHub to the CHAOSS repository.

[ssh]: https://help.github.com/articles/connecting-to-github-with-ssh/
[fork]: https://help.github.com/articles/fork-a-repo/
[fb]: https://www.atlassian.com/git/tutorials/comparing-workflows/feature-branch-workflow
[pr]: https://github.com/thoughtbot/factory_girl_rails/compare/
[clone]: https://help.github.com/articles/cloning-a-repository/

### Pull Request Checklist


	[ ] Check if your code addition will pass both code linting checks and unit tests.


	[ ] Check if your documentation commits are free from typos.


	[ ] Ensure your commit messages are descriptive. [How to Write a Git Commit Message](https://chris.beams.io/posts/git-commit/) explains how to write good commit messages.


	[ ] Check the commits and commits messages and ensure they are free from typos.




At this point, you are waiting on the CHAOSS repository maintainers. They will comment on your pull requests
within three business days (and, typically, one business day).

The CHAOSS repository maintainers will report on open issues and pull requests on the [calls and via the mailing list][participate] to elicit feedback from the community.

[participate]: https://chaoss.community/participate/

## Who is a CHAOSS repository maintainer?

The README.md of the repository contains a list of maintainers. Each CHAOSS repository brings together different people and they document in the repository-specific CONTRIBUTING.md how someone becomes a maintainer on their repository.

## What about releases?

CHAOSS repository maintainers tag commits on the master branch as [releases][rl] (snapshots). Each CHAOSS repository has its own release cadence. Between releases, the master branch is under development.

[rl]: https://help.github.com/articles/about-releases/

## How do we make decisions?

The basic decision-making mechanism for CHAOSS is a lazy consensus that occurs on the relevant mailing list. Each of the software projects or working groups will try to reach a consensus on their decisions, after giving a reasonable opportunity to people contributing to them to express their opinion. When a discussion about a decision happens outside of the mailing list in the periodic calls or other communication channels, a proposal for a decision will be sent to the appropriate mailing list(s). The decision should be finalized on the mailing list using lazy consensus after giving people who were not in the discussion time to review, comment, and participate.

When the issues under discussion are perceived to be of importance to the whole CHAOSS community, the same process will be carried on at the CHAOSS level, using the general periodic calls and other communication means for discussion with the final decision being made on the mailing list using lazy consensus.

If consensus is not reached, the issue may be raised to the [CHAOSS board](https://chaoss.community/about/governing-board/), where consensus and voting may be used to get a final decision on the matter.

In any case, all decisions are subject to the [CHAOSS Charter](project-charter.md).

_Note_: By “lazy consensus” we mean, [as Apache does](http://www.apache.org/foundation/glossary.html#LazyConsensus) a decision-making policy that assumes general consent if no responses are posted within a defined period. For example, “I’m going to commit this by lazy consensus if no-one objects within the next three days.”



            

          

      

      

    

  

    
      
          
            
  # Ideas for Google Summer of Code projects

Interested in working with CHAOSS? Below are some project ideas. We describe how to apply to work with CHAOSS and how we select students on a different page: https://github.com/chaoss/governance/blob/master/GSoC-interest.md



## Idea: Improve the CHAOSS DEI Event Badging Review Bot

Hours: 175

[Micro-tasks and place for questions](https://github.com/badging/event-diversity-and-inclusion/issues/134)


The CHAOSS DEI Badging Initiative has been providing badges to event organizers who implement valid DEI practices into their events. The badge is used as a reward system for events with inclusive and welcoming environments. In each review, the Badging Initiative uses a badging-bot to automate some of the processes that help an applicant earn their event badge.
The idea of this mentorship is to learn about CHAOSS DEI Badging and its badging bot, then improve the processes and operation of the badging-bot. This may include working on learning the existing code as well as with algorithms and cross-file references in Javascript. The GSoC student may also be expected to deploy the improvements to the bot on GitHub.





	The aims of the project are as follows:
	
	Clean up and document current badging-bot code and processes


	Migrate the badging-bot to a new platform


	Time permitting, integrate a reviewer assignment algorithm








The applicant must be prepared to work with existing code to improve a GitHub app and integrate that app into the repositories for the CHAOSS Badging Initiative


	_Difficulty:_ Medium


	_Requirements:_ Appreciates DEI, Working knowledge of JavaScript, Experience with GitHub Apps


	_Recommended:_ Experience with webhooks, Experience creating documentation


	_Mentors:_ Matt Germonprez, Matt Cantu




## Idea: Machine Learning based Community Health and Communication

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/augur/issues/1637)

Currently Augur uses computational linguistics, dependency mapping, license scanning, topic modeling, social network analysis, and algorithms that target temporal changes in CHAOSS metrics. The aim of this project is to advance the accessibility of these insights through the development of python based API endpoints that deliver visualizations of machine learning outputs, similar to the style found in https://github.com/chaoss/augur/blob/main/augur/routes/pull_request_reports.py and https://github.com/chaoss/augur/blob/main/augur/routes/contributor_reports.py

This technical project is essential for advancing newcomer welcomingness, diversity, equity, and inclusion in Open Source Software. An example of our vision can be found here:
[augur-oss+dei-overview.pdf](https://github.com/chaoss/community/files/8247782/augur-oss%2Bdei-overview.pdf)

This work could include optimization and refinement of machine learning workers found under https://github.com/chaoss/augur/tree/main/workers to generate additional, or reporting optimized data, as well as the extension of Augur’s new front end at https://github.com/augurlabs/augur_view, which is based on twitter/bootstrap and flask.


	The aims of the project are as follows:
	
	Communicate repository and project health insights through visualization


	Identify projects that have similar characteristics, and visualize similarity using spacial proximity metaphors


	Increase awareness of open source project ecosystems, and their component projects.








The aims will require working in a programming language to automate the task, use API to generate the graphs, and use some Graphic editor to prepare the pdf.


	_Difficulty:_ Medium


	_Requirements:_ Python programming experience, or a strong interest.


	_Recommended:_ Experience with accessing API’s, writing SQL, and a strong interest in Machine Learning.


	_Mentors:_ Sean Goggins, Andrew Brain




## IDEA: Build Access and Entitlements into a Hosted Version of Augur

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/augur/issues/1639)

The new version of Augur is robust for providing metrics, and we seek to make it possible to install a single instance for CHAOSS Community members to leverage for initial experimentation with CHAOSS metrics. Increasingly, people are approaching the CHAOSS project in search of hosted tools where they can quickly get an analysis of some small subset of their repositories. The goal here is to add login functionality, and access and entitlements associated with logins, such that each user can create an account, list the repositories they want data collected for, and then see only the data they are interested in. If data is already collected for another user for some repositories, we would grant them entitlements to see those repositories immediately. If data needs to be collected, the user would be notified of this need, and given a time estimate (usually 1-3 days in cases where over 100 repos are requested.) This would extend the nascent CHAOSS project, https://github.com/augurlabs/augur_view, which will eventually be moved to the CHAOSS GitHub Org when this functionality is added. The framework employed is twitter/bootstrap serving its frontend through FLASK.


	The aims of the project are as follows:
	
	Increase CHAOSS project responsiveness to newcomers.


	Provide metrics as a service for the CHAOSS community.


	Integrate recommendations on the UI.








The aims will require generating code in Python, twitter/bootstrap, and sql.


	_Difficulty:_ Medium


	_Requirements:_ Interest in software analytics. Python programming. JavaScript programming. SQL knowledge. Willingness to understand Augur, and Augur_view internals.


	_Recommended:_ Experience with Python, UI development, and twitter/bootstrap would be convenient but can be learned during the project.


	_Mentors:_ Derek Howard, John McGinnes, Sean Goggins




## Idea: Enhance Conversational Topic Modelling Capabilities in CHAOSS Software

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/augur/issues/1640)

This project will add GenSIM logic, and other capabilities to the Clustering Worker inside of Augur Software, and be extended into a generalized Open Source Software Conversational Topic Modeling Instrument.

CHOASS/augur has several workers that store machine learning information derived from computational linguistic analysis of data in the message table. The message table includes messages from issue, pull request, pull request review, and email messages. They are related to their origin with bridge tables like pull_request_message_ref. The ML/CL workers are all run against all the messages, regardless of origin.


	Clustering Worker (clusters created and topics modeled)


	message analysis worker  (sentiment and novelty analysis)


	discourse analysis worker (speech act classification (question, answer, approval, etc.)




Clustering Worker Notes:


	Clustering Worker: 2 Models.
	
	Models:






	Topic modeling, but it needs a better way of estimating number of topics.






	Tables






	repo_topic


	topic_words











	Computational linguistic clustering






	Tables






	repo_cluster_messages














	
	Key Needs
	
	Add GenSim algorithms to topic modeling section https://github.com/chaoss/augur/issues/1199














	The topics, and associated topic words need to be persisted after each run. At the moment, the topic words get overwritten for each topic modeling run.


	Description/optimization of the parameters used to create the computational linguistic clusters.


	Periodic deletion of models (heuristic: If 3 months pass, OR there’s a 10% increase in the messages, issues, or PRs in a repo, rebuild the models)


	Establish some kind of model archiving with appropriate metadata (lower priority)











Discourse Analysis Worker Notes:


	discourse_insights table (select max(data_collection_date) for each msg_id)
	
	sequence is reassembled from the timestamp in the message table (look at msg_timestamp)


	issues_msg_ref, pull_request_message_ref, pull_request_review_msg_ref






	Message Analysis Worker
	
	message_analysis


	message_analysis_summary








<img width=”1159” alt=”augur-tech” src=”https://user-images.githubusercontent.com/379847/124799236-f440dc80-df19-11eb-84ce-302cf274884f.png”>


	The aims of the project are as follows:
	
	Advance topic modeling of open source software conversations captured in GitHub.


	Integrate this information into clearer, more parsimonious CHAOSS metrics.


	Automate the management machine learning insights, and topic models over time.


	(Stretch Goal) Improve the operation of the overall machine learning insights pipeline in CHAOSS/augur, and generalize these capabilities.









	_Difficulty:_ Medium


	_Requirements:_ Interest in software analytics. Python programming. Conceptual understanding of machine learning, and an eagerness to learn maching learning, and SQL knowledge.


	_Recommended:_ Experience with Python


	_Mentors:_ Sean Goggins, Andrew Brain, Isaac Milarsky




## IDEA: Implement Conversion Rate Metric in CHAOSS Software

Hours: 350

[Micro-tasks and place for questions](https://github.com/chaoss/community/issues/305)

### Conversion Rate

Question: What are the rates at which new contributors become more sustained contributors?

### Description

The conversion rate metric is primarily aimed at identifying how new community members become more sustained contributors over time. However, the conversion rate metric can also help understand the changing roles of contributors, how a community is growing or declining, and paths to maintainership within an open source community.


	### Objectives (why)
	
	Observe if new members are becoming more involved with an open source project


	Observe if new members are taking on leadership roles within an open source project


	Observe if outreach efforts are generating new contributors to an open source project


	Observe if outreach efforts are impacting roles of existing community members


	Observe if community conflict results in changing roles within an open source community


	Identify casual, regular, and core contributors








### Implementation

This project could be implemented using either the CHAOSS/Augur, or CHAOSS/Grimoirelab (including stack components noted in references) technology stacks.


	The aims of the project are as follows:
	
	Implement the Conversion Rate Metric in CHAOSS Software
- After discussion, consider which CHAOSS Software Stack you wish to work with
- In collaboration with mentors, define the technology framework, and initial path to a “hello world” version of the metric
- Iterative development of the metric


	Assist in the deployment of this metric for a pre-determined collection of repositories in a publicly viewable website linked to the CHAOSS project.


	Advance the work of the [chaoss metrics models working group](https://github.com/chaoss/wg-metrics-models).









	_Difficulty:_ Medium


	_Requirements:_ Knowledge of Python is desired. Some knowledge of Javascript or twitter/bootstrap is also desired. Key requirement is a keenness to dig into this challenge!


	_Recommended:_ Python experience.


	_Mentors:_ Sean Goggins, Daniel Izquerdo





	#### Filters (optional)
	
	Commits


	Issue creation


	Issue comments


	Change request creation


	Change request comments


	Merged change requests


	Code Reviews


	Code Review Comments


	Reactions (emoji)


	Chat platform messages


	Maillist messages


	Meetup attendance








#### Visualizations

![](./images/gsoc-1.png)

Source: https://chaoss.github.io/grimoirelab-sigils/assets/images/screenshots/sigils/overall-community-structure.png

![](./images/gsoc-2.png)

Source: https://opensource.com/sites/default/files/uploads/2021-09-15-developer-level-02.png


	#### Tools Providing the Metric
	
	GrimoireLab


	Augur


	openEuler Infra








#### Data Collection Strategies


	The following is an example from the [openEuler](https://www.openeuler.org/en/) community:
	
	A group of people who attended an offline event A held by the community, can be identified as Group A. Demographic information of Group A could be fetched from an on-line survey when people register for the event. To identify the conversation rate of these participants:


	Some people from Group A started watching and forking the repos, indicating they have shown some interest in this community. We marked them as subgroup D0 (Developer Level 0) as a subset of Group A.


	Conversion rate from the total number of people in Group A to the number of people in subgroup D0 is: D0/Group A


	Some people from subgroup D0 make more contributions beyond just watching or forking, including creating issues, making comments on an issue, or performed a code review. We marked them as subgroup D1 (Developer Level 1) as a subset of D0.


	Conversion rate from the total number of people in Subgroup D0 to the number of people in subgroup D1 is: D1/D0.


	Some people from subgroup D1 continue to make more contributions, like code contributions, to the project. This could include creating merge requests and merging new project code. We marked them as subgroup D2 (Developer Level 2) as a subset of D1.


	Conversion rate from the total number of people in subgroup D1 to the number of people in subgroup D2 is: D2/D1.








![](./images/gsoc-3.png)



Definition:





	Developer Level 0 (D0) example: Contributors who have given the project a star, or are watching or have forked the repository


	Developer Level 1 (D1): Contributors who have created issues, made comments on an issue, or performed a code review


	Developer Level 2 (D2): Contributors who have created a merge request and successfully merged code


	Conversion Rate (Group A -> D0): CR (Group A -> D2) = D0/Group A


	Conversion Rate (D0 -> D1): CR (D0 -> D1) = D1/D0


	Conversion Rate (D1 -> D2): CR (D1 -> D2) = D2/D1








	### References
	
	https://opensource.com/article/21/11/data-open-source-contributors


	https://github.com/chaoss/augur


	https://gitee.com/openeuler/website-v2/blob/master/web-ui/docs/en/blog/zhongjun/2021-09-15-developer-level.md


	https://chaoss.github.io/grimoirelab-sigils/common/onion_analysis/


	https://mikemcquaid.com/2018/08/14/the-open-source-contributor-funnel-why-people-dont-contribute-to-your-open-source-project/






	### Contributors
	
	Yehui Wang


	Clement Li


	zhongjun


	Xiaoya Xia


	Matt Germonprez


	Sean Goggins


	King Gao








## IDEA: Open Source Software Health Metrics Visualization Exploration

Hours: 175

[Micro-tasks and place for questions](https://github.com/chaoss/augur-community-reports/issues/34)

The CHAOSS Community currently delivers pre-packaged visualizations of open source software health data through Augur APIs (https://github.com/chaoss/augur/blob/main/augur/routes/pull_request_reports.py and https://github.com/chaoss/augur/blob/main/augur/routes/contributor_reports.py), and the https://github.com/chaoss/augur-community-reports repository. This project seeks to expand, refine, and standardize the visualization of different classes of community health metrics data. Specifically, some analyses are temporal, others are anomaly driven, and in some cases contrasts across repositories and communities are required. In each case, the visualization of data is an essential component for metrics, and what we are now referring to as metrics models (https://github.com/chaoss/wg-metrics-models).

Additional resources include: http://new.augurlabs.io/ && https://github.com/augurlabs/augur_view which demonsrate the updated twitter/bootstrap Augur frontend.


	The aims of the project are as follows:
	
	Experiment with standard metrics visualizations using direct Augur database connections, or through the Augur API.


	Refine metrics, and metrics model visualizations using Jupyter Notebooks are similar technology.


	Transform visualizations, as they are completed, into Augur API endpoints, following the pull request, and contributor reports examples.









	_Difficulty:_ Medium


	_Requirements:_ Strong interest in data visualization.


	_Recommended:_ Experience with Python is desirable, and experience designing, or developing visualizations is desirable.


	_Mentors:_ Sean Goggins, Andrew Brain, Vinod Ahuja.




## Idea: Build Knowledgebase Application on CHAOSS Website

Hours: 350

Micro-tasks and place for questions: https://github.com/chaoss/website/issues/708

While much of the work of CHAOSS is done in GitHub, the CHAOSS website is often the first place people visit to get information [https://chaoss.community/](https://chaoss.community/). The goal of the website is to create clear paths for new members who want to contribute, metrics users who want information about metrics, and existing members who need information about project operations. As project grows, there is a need for alternative display and categorization options for knowledgebase topics to reduce the burden on website visitors in finding the information that they need.

Work on this project would require the student to work closely with the mentors and the community to come up with different display and categorization options for CHAOSS Knowledge Base topics. CHAOSS knowledgebase topics that are currently under consideration for this application are released metrics, metrics models, and contributor handbook information. Information about these topics are captured and stored in GitHub repositories by the relevant working groups. The application will need to pull information from github markdown documents to display on the website knowledge base application (we have existing code that does this).

The aims of the project are as follows:
* Use Wordpress to implement a knowledge application (example knowledgebase plugin up for consideration - https://wordpress.org/plugins/basepress/)
* Research and ideate different display options and categorizations for knowledgebase topics.
* Build web pages to display different knowledgebase topics.

The aims will require working with front-end web development technologies and WordPress to build a knowledgebase application that can display information about knowledgebase topics.


	_Difficulty:_ Low


	_Requirements:_ Interest in front-end web development


	_Recommended:_ Experience with Wordpress, HTML, CSS, JavaScript, and GitHub Markdown


	_Mentors:_ Kevin Lumbard,  Matt Germonprez, Ritik Malik, and Elizabeth Barron






            

          

      

      

    

  

    
      
          
            
  # Google Summer of Code 2022 Interested Candidates

Hi potential GSoC students,

You can ask questions and meet the community on Slack here: https://join.slack.com/t/chaoss-workspace/shared_invite/zt-r65szij9-QajX59hkZUct82b0uACA6g  … look for the GSOC-Applicants channel.

A few details regarding the application process specific to the CHAOSS project:


	You must complete one micro-task related to the idea you are interested in. You can find the micro-tasks on the GSoc Idea Page at: [GSoC-Ideas.md](./GSoC-Ideas.md)


	Once you completed one micro-task, create a pull request on this file below to add yourself, your information, and a link to your repository of the completed micro-task. NOTE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.


	You are welcome to include in your repositories other information that could be of interest, such as open issues or pull requests submitted to the project to which you intend to contribute during GSoC, contributions to other projects, skills, and other related information.


	Using and submitting other people’s work as your own is not allowed. If you use other people’s work, be sure to acknowledge their work in your submission.





	Documentation of all code contributions is critical, and expected from all CHAOSS GSoC Students.




You must complete these things by April 19, 2022 13:00 US Central Time (UTC-5). Make sure to also [submit the information required by GSoC for applicants](https://summerofcode.withgoogle.com/) (i.e., project proposal), linking to it from your pull request to this file. Here is an [Proposal Template](https://docs.google.com/document/d/1YZez6_hgp2dBybEsMZoQ-ONB9IawK4_OPISLHe9Tjew/edit) to get you started.

Regards,
GSoC Mentors



## Applicants

The applicants section will be completed as applicants are added here. At the moment, we are at the very beginning!

UPDATE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.




Name | Email | Idea | Micro-Task Repository | Project Proposal | Submitted on GSOC |

— | — | — | — | — | — |

Your Name Here | Your Email Here |  Idea You Hoping to Work On | Link to your Mico-task Repo | Link to Your Proposal | YES/NO |

Georg Link | linkgeorg@gmail.com | This is an example entry | [Micro-task](https://github.com/chaoss/governance/blob/master/GSoC-Ideas.md) | [Proposal Template](https://docs.google.com/document/d/1YZez6_hgp2dBybEsMZoQ-ONB9IawK4_OPISLHe9Tjew/edit) | NO |

Sakshi Diggikar | sakshidiggikar681@gmail.com | Open Source Software Health Metrics Visualization Exploration | [Microtasks Repository](https://github.com/thesakshidiggikar/chaoss-micro-task) | [Project Proposal](https://docs.google.com/document/d/1_mq8QDlm47g3dKjwOyiQ663Qak-ovayXE-Tfpsrg950/edit?usp=sharing) | |

Ayush | ayu08kau@gmail.com | Open Source Software Health Metrics Visualization Exploration | https://github.com/ayush-8/chaoss-gsoc-application |

Ramya Kappagantu | ramyasanjana1999@gmail.com | Machine Learning based Community Health and Communication | [Micro-task](https://github.com/RamyaKappagantu/chaoss-augur-gsoc-22)





            

          

      

      

    

  

    
      
          
            
  ## Each Subsequent Idea gets a new heading like this

[Micro-tasks and place for questions]`(  )` In the parentheses, provide a link to an issue open for answering questions

`
One paragraph description. Perhaps two. (coding ticks provided only for emphasis. Remove before submitting PR.)
`


	The aims of the project are as follows:
	
	X


	Y


	Q








`
Describe the programming Skills necessary, and those a potential student should be willing to learn. (coding ticks provided only for emphasis. Remove before submitting PR.)
`


	_Difficulty:_ Low, Medium, High (or other classification of your choosing)


	_Requirements:_ These can be technical or analytical.


	_Recommended:_ Aimed at “things you have done before, at least in class.”


	_Mentors:_ Last year 2 mentors were required per project. Waiting for GSoC site to open for this year.




### Microtasks

For becoming familiar with Augur, you can start by reading some documentation. You can find useful information at in the links, below. Grimoirelab also has a set of installation instructions and documentation here: https://chaoss.github.io/grimoirelab-tutorial/

Once you’re familiar with Augur, you can have a look at the following microtasks.
-   Microtask 0:


Download and configure Augur, creating a dev environment using the general cautions noted here:
- Augur



	https://oss-augur.readthedocs.io/en/dev/getting-started/installation.html and the full documentation here:


	https://oss-augur.readthedocs.io/en/dev/development-guide/toc.html








	Grimoirelab
- https://chaoss.github.io/grimoirelab-tutorial/








	Microstask 1:
Work on any Augur or Grimoirelab Issue that’s Open


	
	Microtask 2:
	Identify new issues you encounter during installation.







	Microstask 3:
Explore data presently captured, develop an experimental visualization using tools of your choice. If Jupyter Notebooks against an Augur database/API endpoint collection, use https://github.com/chaoss/augur-community-reports for development.


	
	Microtask 4:
	Anything you want to show us. Even if you find bugs in our documentation and want to issue a PR for those!











            

          

      

      

    

  

    
      
          
            
  # Google Season of Docs 2022 Interested Candidates

Hi potential GSoD students,

If you are interested in participating in Season of Docs as a technical writer, first familiarize yourself with the [Technical Writer Guide | Season of Docs](https://developers.google.com/season-of-docs/docs/tech-writer-guide).

Adding a link to your document below serves the purpose of Statement of Interest which has to be submitted by the technical writers. Please read about it, [Creating a statement of interest | Season of Docs](https://developers.google.com/season-of-docs/docs/tech-writer-statement).

Notes
1. In the 2022 Season of Docs program, organizations work directly with technical writers to create, improve, and update documentation. Organizations select technical writers directly. Technical writers interested in working with organizations should submit a statement of interest, using the channel specified on the organization’s proposal page.
2. Your statement of interest should include your contact information, information about your technical writing experience, and an outline of the work you would do with the organization. It should also highlight how you meet any specific requirements the organization has for technical writers. Read the project ideas page of the organization carefully to make sure you have included all the information they require.
3. Once you started working on the project statement, create a pull request on this file below to add yourself, your information, and a link to your statement.

UPDATE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.




Name | Email | Idea | Project Proposal |

— | — | — | — |

Your Name Here | Your Email Here |  Idea You Hoping to Work On | Link to Your Proposal |

Georg Link | linkgeorg@gmail.com | This is an example entry | Proposal Link |





            

          

      

      

    

  

    
      
          
            
  # Knowledge Base, Handbook, and Metric Organizing, Updating and Creating - CHAOSS

## About your organization

[CHAOSS](https://chaoss.community/) is an open-source project at the Linux Foundation focused on creating analytics and metrics to help define community health. Work in the CHAOSS Project community is largely organized around software and metrics. Additionally, user groups provide ways to consider how software and practices can support the deployment of CHAOSS metrics. The CHAOSS project was officially announced at the Open Source Summit North America 2017 in Los Angeles.

## About your project

### Your project’s problem

First of all, there is a lot here, and the CHAOSS community will be actively working with our Google Season of Docs person to help with the work, and make decisions about which items to prioritize, using both our priorities and our GSoD student/intern/contributor’s interests.

Through years of open source software health and sustainability metrics, we have developed over 70 metrics, including defining over a dozen metrics requiring data gathering not obtainable through software repositories; a website; a community handbook; a knoweldge base; and several communication channels. In addition, there is not a mechanism in place through which our software tools, Grimoirelab and Augur, can easily reference the CHAOSS metric definition in their toolset. In addition, our guidance on respect for individual data privacy will need to be woven into many of these documentation sets.

Our [metrics](https://chaoss.community/metrics) are published twice per year, and would benefit from a review for consistency in language, especially as it pertains to inclusive language. Working with the CHAOSS Community to define a process, standard, or API that tools like Augur and Grimoirelab could easily use for directly linking metrics implementations to metrics definition without substantial manual embedding of links that sometimes change would also be valuable.

The [CHAOSS website](https://github.com/chaoss/website/) is a WordPress site. The structure and templates for the site are managed directly in WordPress by the web-content group maintainers. Content for the website is collaboratively developed in website-related GitHub repositories. The content is pulled directly into the WordPress site using a WordPress/GitHub connector application. Webpages are broken down into GitHub content areas and GitHub markdown files are used to populate those content areas. The web content group would like to improve existing contribution documentation and create new documents were needed to improve website management.

The [CHAOSS Commmunity Handbook](https://handbook.chaoss.community/community-handbook/) is proving to be an invaluable guide for newcomers, and for maintaining communal memory. It could benefit from a conversion from its current ePub format to more standard formats, either wordpress, Markdown, or Restructured Text that are used in other CHAOSS documentation.

[Augur](https://github.com/chaoss/augur) is a CHAOSS Software project that focuses on the collection and analysis of open-source software health and sustainability data. Augur’s main focus is to measure the overall health and sustainability of open source projects, as these types of projects are system critical for nearly every software organization or company. We do this by gathering data about a project’s repositories, normalizing that into our data model to provide useful metrics about your project’s health. For example, one of our metrics is Burstiness (How are short timeframes of intense activity, followed by a corresponding return to a typical pattern of activity, observed in a project?), which can paint a picture about a project’s focus as well as gain insight as to the potential stability of a project, and how its typical cycle of updates occurs. There are many more useful metrics, and you can find a full list of them here.

The Augur component of this project would focus on updating Augur’s documentation to incorporate more inclusive language and to more accurately reflect the organization of information a newcomer requires to contribute to the project. A current version of Augur’s documentation is found here: https://oss-augur.readthedocs.io/en/main/.  Accomplishing these aims would require the intern to approach Augur as a newcomer, identify non-inclusive language, areas of confusion, and potential areas of improvement in clarity.

[GrimoireLab](https://github.com/chaoss/grimoirelab) is a CHAOSS toolset for software development analytics. It includes a coordinated set of tools to retrieve data from systems used to support software development (repositories), store it in databases, enrich it by computing relevant metrics and making it easy to run analytics and visualizations on it. [Sorting Hat](https://github.com/chaoss/grimoirelab-sortinghat) and [Perceval](https://github.com/chaoss/grimoirelab-perceval) are the two most stable and stand-alone tools in the GrimoireLab toolset. The documentation of these projects is very limited and not beginner-friendly. Recently, the community has decided to work on improving the documentation.

We think this project is potentially exciting to an intern interested in open source software health and sustainability because, through the process of updating documentation, there is an opportunity to understand CHAOSS metrics and metrics models more fully, and create direct links between the metrics and metrics Models Augur provides, and their corresponding CHAOSS definitions. In short, this project is an opportunity for deep engagement with the CHAOSS community.

### Your project’s scope

The scope of the project to improve documentation for the CHAOSS website, community handbook, metrics definitions, and our knowledgebase, GrimoireLab, and Augur. We aim to document existing practices and use these efforts to highlight areas for improvement. In all, engagement with GSoD is intended to support and improve the community member experience for all.

We are estimating a period of 6 months to complete this project with three technical writers working on the three individual projects. We have identified community members who are interested to volunteer for managing the project. We have also found three technical writers to work on the projects.

Volunteers:
-   Santiago Dueñas (GrimoireLab)
-   Kevin Lumbard (Website)
-   Sean P. Goggins (Augur)
-   Elizabeth Barron (Community Handbook)

Technical Writers:
-   Kriti Singh (GrimoireLab)
-   Jaskirat Singh (Website)
-   Andrew Brain (Augur)

### Measuring your project’s success
-   Documentation for each project should be created using the technologies preferred by the community.
-   Each technical writer will create a repository that stores the work and tracks the progress of their portion of the project.
-   The documentation should be beginner-friendly.
-   Co-oping up with deliverables and timeline.
-   Attending weekly meetings for sharing progress about the project with the community.
-   Engaging with the community through mailing lists and communication platforms.
-   Developing clear processes by which future community members can contribute to new and existing documentation.

## Project budget

$15,000 USD

Budget item | Amount | Running Total | Notes/justifications
————|--------|—————|———————
Technical writer develop and implement updated documentation for the website and knowledge base: | 5,000.00 | 5,000.00 |
Technical writer develop and implement updated documentation for the community handbook: | 5,000.00 | 10,000.00 |
Technical writer develop and implement updated metrics documentation, including collaboration to make our software tools more easily able to link implemented metrics to their definitions: | 5,000.00 | 15,000.00 |
TOTAL |  | USD $15,000.00 |

## Project Timeline
1. May - Orientation
2. June - Pilot projects in each specific component of documentation with the dual aims of learning, and scoping our goals.
3. July - September - Create and update documentation, and collaboratively draft a lightweight style guide to help maintain consistency
4. October - Finalize and Review Progress
5. November - Project Completion

## Additional information

All aspects of the project will include focus on our continuous improvement in the use of inclusive langague

### Previous experience with technical writers or documentation:

CHAOSS has participated in the Google Season of Docs 2020 program under The Linux Foundation. We had two candidates who have worked and completed their projects. Jaskirat Singh worked on creating a CHAOSS Community-wide Handbook and Xiaoya Xia worked on building documentation for the CHAOSS D&I Badging Project


	[https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-jaskiratsingh2000](https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-jaskiratsingh2000)


	[https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-xiaoya](https://developers.google.com/season-of-docs/docs/2020/participants/project-linuxfoundation-xiaoya)




### Previous participation in Season of Docs, Google Summer of Code, or others:

CHAOSS has been participating in GSoC and GSoD over the last three years and has successfully mentored more than 15 students. The CHAOSS Project also participated in Outreachy in 2020.


	[https://chaoss.community/chaoss-mentorship/](https://chaoss.community/chaoss-mentorship/)






            

          

      

      

    

  

    
      
          
            
  # Governance
CHAOSS community governance lives here:


	[Project Charter](project-charter.md)


	[Code of Conduct](code-of-conduct.md)


	[Google Summer of Code coordination](GSoC-interest.md)




The repo for the Community Handbook is now located here: https://github.com/chaoss/community-handbook

## How to contribute to this repository

We follow the GitHub pull-request workflow. More details on how to contribute is in the [CONTRIBUTING.md](CONTRIBUTING.md).

### Maintainers of this repository


	[Georg Link](https://github.com/GeorgLink)


	[Elizabeth Barron](https://github.com/ElizabethN)




### How to become a maintainer

A contributor to this repository can be made a maintainer by existing maintainers.
We currently do not have guidelines of when to add a new maintainer and the decision is in the discretion of existing maintainers.



            

          

      

      

    

  

    
      
          
            
  # Ideas for Summer 2021 of Open Source Promotion Plan projects

Interested in working with CHAOSS? Below are some project ideas. We describe how to apply to work with CHAOSS and how we select students on a different page: [Summer-OSPP-interest.md](./Summer-OSPP-interest.md)

—

## Idea: Automate Metrics Translation and Process Improvement

Project ID: 210190536 | [Project Link on the Website](https://summer.iscas.ac.cn/#/org/prodetail/210190536?lang=en)

Project Description:

CHAOSS currently has a repository hosting for localized metrics: https://github.com/chaoss/translations. These metrics are translated by a fee-based translating service.

We are maintaining a list of terms for Chinese translations to make it more coherent: https://github.com/chaoss/translations/issues/9

CHAOSS is releasing new metrics, we wish the translating work be a CI workflow. Ideally, we can call some third-party translation API and build an automated translation and archive process based on GitHub.

Knowledge/Skills Involved: Python, TypeScript, Lua are suggested to know, but can be learned during the process

Difficulty Level: High

Language: Chinese/English

Mentors information:
- Xiaoya Xia <2031361857@qq.com>
- Frank Zhao <frank_zsy@hypertrons.io>

Aims of the project:
- You can use GitHub actions to develop the workflow, or develop bots by yourself. A more suggested way is integrating [Hypertrons](https://www.hypertrons.io/#/) as the automation bot.
- The workflow includes translating and archiving them to the [main repository](https://github.com/chaoss/translations) each time new metrics are released under each working group’s repository.

References:
- https://www.hypertrons.io/#/

## Idea: Developing new community reports components

Project ID: 210190647 | [Project Link on the Website](https://summer.iscas.ac.cn/#/org/prodetail/210190647?lang=en)

Project Description:

The template of CHAOSS community report v1: https://github.com/chaoss/community-reports. Right now, it has 4 components. They were powered by Augur and GrimoireLab. The idea is about Implementing more CHAOSS metrics visualization components based on GitHub open source data.

[Opendigger](https://github.com/X-lab2017/open-digger) is an analysis project that aims to dig into the open source world based on data. The project can provide GitHub coordination log data from 2015 - now, which can be used to realize meaningful CHAOSS metrics that are related to GitHub. You can get some more inspirations from GitHub insight report 2020: http://oss.x-lab.info/github-insight-report-2020-en.pdf

Knowledge/Skills Involved: The project requires data analysis skills, and the ability to use visualization tools like ECharts, Ant-V, etc.

Difficulty Level: Medium

Language: Chinese/English

Mentors information:
- Frank Zhao <frank_zsy@hypertrons.io>

Aims of the project:
- Design visualization components that clearly show community status based on CHAOSS metrics
- Develop components and make sure it matches with the overall report style
- Integrate components to the community report

References:
- http://oss.x-lab.info/github-insight-report-2020-en.pdf
- https://github.com/X-lab2017/open-digger
- https://github.com/chaoss/community-reports
- https://chaoss.community/community-reports/

## Idea: Expanding and restyling the GrimoireLab tutorial

Project ID: 210190824 | [Project Link on the Website](https://summer.iscas.ac.cn/#/org/prodetail/210190824?lang=en)

[Micro-tasks and place for questions](https://github.com/chaoss/grimoirelab/issues/433)

Project Description:

[GrimoireLab](https://chaoss.github.io/grimoirelab) is a powerful open-source platform that provides support for monitoring and in-depth analysis of software projects. It produces a rich set of metrics with data extracted from more than 30 tools related to contributing to Open Source development such as version control systems, issue trackers and forums. These metrics are shown and exploited on Web dynamic dashboards, which can be easily inspected by decision-makers to help them understand the evolution and health of their projects.

The main entry point to learn about GrimoireLab is the [tutorial](https://chaoss.github.io/grimoirelab-tutorial), which provides a walkthrough of the platform and its components. Recently, the community has requested to revamp and expand its content to include additional information such as dashboard customization and management.

Knowledge/Skills Involved: Python, Jekyll, and Docker are suggested technology to know, but can be learned during the program.

Difficulty Level: Medium

Language: English

Mentors: Georg Link, Jose Manrique López de la Fuente, Venu Vardhan Reddy Tekula

Aims of the project:
- Refactor the content of the tutorial with the [TOC](https://github.com/chaoss/grimoirelab-tutorial/issues/104) proposed in the issue
- Revamp the content of the tutorial. Some content can be taken from [chaoss/grimoirelab](https://github.com/chaoss/grimoirelab#getting-started), [chaoss/grimoirelab-sirmordred](https://github.com/chaoss/grimoirelab-sirmordred#sirmordred-), [Bitergia/c/FAQ](https://gitlab.com/Bitergia/c/FAQ), [jsmanrique/grimoirelab-user-guide](https://github.com/jsmanrique/grimoirelab-user-guide)
- Restyle the tutorial with a new template
- Replace the current images with new ones. Some images can be taken from [jsmanrique/grimoirelab-user-guide](https://github.com/jsmanrique/grimoirelab-user-guide)
- Align the new content with the getting started guides available in the different GrimoireLab components



            

          

      

      

    

  

    
      
          
            
  # Summer 2021 of Open Source Promotion Plan Interested Candidates

Hi potential candidates,

A few details regarding the application process specific to the CHAOSS project:


	You must choose one of the ideas present in [Summer-OSPP-ideas.md](./Summer-OSPP-ideas.md) page and contact the mentors & discuss your plans about the project. You are expected to work on the Project Application Proposal. If you have any microtasks for the project, you are expected to work on them too.


	Once you have completed working on the Proposal, create a pull request on this file below to add yourself, your information, and a link to your proposal and microtasks repo (if any).




NOTE: This repository requires [Developer Certificate of Origin](https://developercertificate.org/) (DCO) sign-off; see [CONTRIBUTING.md](https://github.com/chaoss/governance/blob/master/CONTRIBUTING.md#code-or-document-change-contributions-github-interface) for details on how to sign your commits.


	You are welcome to include in your repositories other information that could be of interest, such as open issues or pull requests submitted to the project to which you intend to contribute during the program, contributions to other projects, skills, and other related information.


	Using and submitting other people’s work as your own is not allowed. If you use other people’s work, be sure to acknowledge their work in your submission.




You must complete these things by June 13, 2021 ([Calendar](https://summer.iscas.ac.cn/help/en/student/#calendar)). Make sure you zip the required materials in to one archive and submit in [Open Source Promotion Plan Management System](https://portal.summer-ospp.ac.cn/summer/) before the deadline. Here is the [guidelines and Project Application Template](https://summer.iscas.ac.cn/help/en/assets/Project-Application-Template.pdf). Please chek the [Student Help Guide](https://summer.iscas.ac.cn/help/en/student/) for more information.

Regards,
Summer OSPP Mentors




Name | Email | Idea | Micro-Task Repository (if any) | Project Application Proposal |

— | — | — | — | — |

Your Name Here | Your Email Here |  Idea You Hoping to Work On | Link to your Mico-task Repo (if any) | Link to Your Project Application Proposal |

Georg Link | linkgeorg@gmail.com | This is an example entry | — | [Project Application Proposal](https://docs.google.com/document/d/1C1iazxyyuo3lm7N1QXEQnM3RM58fFB9hzXD1jXzUwII/edit?usp=sharing) |

Veerasamy Sevagen | sevagenv@gmail.com  | Expanding and restyling the GrimoireLab tutorial | [Microtasks](https://github.com/VSevagen/Summer-OSPP-Microtasks) | [Project Proposal](https://docs.google.com/document/d/1La3TOinfkiD1k1O75SxuHKBk00WFZBvNhXfecPV2ga4/edit?usp=sharing) |





            

          

      

      

    

  

    
      
          
            
  # CHAOSS Community: Code of Conduct

## Our Pledge

In the interest of fostering an open and welcoming environment, we as
contributors and maintainers pledge to make participation in our project and
our community a harassment-free experience for everyone, regardless of age, body
size, disability, ethnicity, gender identity and expression, level of experience,
education, socio-economic status, nationality, personal appearance, race,
religion, or sexual identity and orientation.

## Our Standards

Examples of behavior that contributes to creating a positive environment
include:


	Using welcoming and inclusive language


	Being respectful of differing viewpoints and experiences


	Gracefully accepting constructive criticism


	Focusing on what is best for the community


	Showing empathy towards other community members




Examples of unacceptable behavior by participants include:


	The use of sexualized language or imagery and unwelcome sexual attention or
advances


	Trolling, insulting/derogatory comments, and personal or political attacks


	Public or private harassment


	Publishing others’ private information, such as a physical or electronic
address, without explicit permission


	Other conduct which could reasonably be considered inappropriate in a
professional setting




## Our Responsibilities

Project maintainers are responsible for clarifying the standards of acceptable
behavior and are expected to take appropriate and fair corrective action in
response to any instances of unacceptable behavior.

Project maintainers have the right and responsibility to remove, edit, or
reject comments, commits, code, wiki edits, issues, and other contributions
that are not aligned to this Code of Conduct, or to ban temporarily or
permanently any contributor for other behaviors that they deem inappropriate,
threatening, offensive, or harmful.

## Scope

This Code of Conduct applies both within project spaces and in public spaces
when an individual is representing the project or its community. Examples of
representing a project or community include using an official project e-mail
address, posting via an official social media account or acting as an appointed
representative at an online or offline event. Representation of a project may be
further defined and clarified by project maintainers.

## Enforcement

Instances of abusive, harassing, or otherwise unacceptable behavior may be
reported by contacting the CHAOSS Code of Conduct Team at
<chaoss-inclusion@lists.linuxfoundation.org>. All
complaints will be reviewed and investigated and will result in a response that
is deemed necessary and appropriate to the circumstances. The project team is
obligated to maintain confidentiality with regard to the reporter of an incident.
Further details of specific enforcement policies may be posted separately.

Project maintainers who do not follow or enforce the Code of Conduct in good
faith may face temporary or permanent repercussions as determined by other
members of the project’s leadership.

We will respect confidentiality requests for the purpose of protecting victims
of unacceptable behavior. At our discretion, we may publicly name a person about
whom we’ve received unacceptable behavior complaints, or privately warn third
parties about them, if we believe that doing so will increase the safety of
CHAOSS members or the general public. We will not name victims without their
affirmative consent.

The CHAOSS Code of Conduct Team will report on a yearly basis the number of
incidence reports. The CHAOSS Code of Conduct Team shall consist of three members
elected by the community every two years or when needed.

## Who to Contact

The following people comprise the CHAOSS Code of Conduct Team and are the only
recipients of <chaoss-inclusion@lists.linuxfoundation.org>:



	Nicole Huesman


	Armstrong Foundjem


	Georg Link







## Attribution

This Code of Conduct is adapted from the [Contributor Covenant][cc-homepage], version 1.4,
available at https://www.contributor-covenant.org/version/1/4/code-of-conduct.html
and the [Geek Feminism][gf-homepage] Code of Conduct,
available at https://geekfeminism.org/about/code-of-conduct/

[cc-homepage]: https://www.contributor-covenant.org
[gf-homepage]: https://geekfeminism.org/

## Version History


	v1.2 update Code of Conduct Team based on [vote results](https://civs.cs.cornell.edu/cgi-bin/results.pl?id=E_eb0e86af55a181a9) on June 12, 2018


	v1.1 proposed on April 2, 2018; accepted by CHAOSS Governing Board on May 1, 2018
- update email address
- change requirements for Code of Conduct team to be more inclusive
- change to three members of the team to have a tie-breaking vote


	v1.0 adopted through a CHAOSS Governing Board vote from February 12, 2018


	
	v1.0 proposed on [January 27, 2018](https://github.com/chaoss/governance/pull/3#issuecomment-360939881) by the working group consisting of:
	
	Alexander Serebrenik


	Georg Link


	Jesus M Gonzales-Barahona


	Ray Paik


	Sean Goggins


	Vicky Janicki














            

          

      

      

    

  

    
      
          
            
  # CHAOSS Project’s Data Policies

Last updated: August 2021

## Community Data Policy

As an open source community, we detail here our approach to providing privacy and managing personal identifiable data.

1. CHAOSS is an open source project and your messages sent to the community are often visible to all and archived long-term, including the [git log, issues, pull-requests](https://github.com/chaoss), Google docs, [meeting recordings](youtube.com/chaosstube), Slack, and [mailing lists](https://chaoss.community/participate/#user-content-mailing-list-archives).
1. Project contributors may be recognized publicly through the creation of contributor lists, referenced in publications, and mentioned in social media.
1. Data collected through submission forms will be used solely for the purpose stated on the form. Examples include conference registrations, D&I Badging, and community report requests.
1. We analyze data about the CHAOSS community, for example on the [community dashboard](https://chaoss.biterg.io/) which is hosted and provided by Bitergia. Bitergia does not use or analyze the community data for any purposes other than provide the dashboard.
1. You may get messages about CHAOSS on a variety of different channels, including notifications on [GitHub](https://github.com/chaoss), Google docs, [email list messages](https://chaoss.community/participate/#user-content-mailing-list-archives), and conference communications. We do not have a central system for opting out of communications, so we ask you to please configure each of the sources of messages to only send you notifications you want to receive. See the [Participate](https://chaoss.community/participate/) page for overview of communication channels.
1. All documented communication in the CHAOSS Project is licensed under the [MIT License](https://opensource.org/licenses/MIT).

Some of CHAOSS’s activities, such as our mailing lists, make use of infrastructure provided by the Linux Foundation or other third party service providers such as GitHub, Google, and Bitergia. For those activities, please consult the [privacy policy of the Linux Foundation](https://www.linuxfoundation.org/privacy/) or of those third parties, as applicable. The Community Data Policy stated in this document describes the intentions for how the CHAOSS community participants intend to handle personal identifiable data for operations managed by the community participants themselves.

## Personally Identifiable Information (PII) Handling

As an open source community, we detail here our approach to how we handle PII data that we may collect as the result of various CHAOSS initiatives.

1. PII that in our community data is part of our public history and will not be removed, anonymized, or redacted to preserve the authenticity of our community data. Much of the CHAOSS community data that is publicly available exists in our [GitHub](https://github.com/chaoss) work, Google docs, and [email list messages](https://chaoss.community/participate/#user-content-mailing-list-archives). This community data, as mentioned, is freely available and licensed under the [MIT License](https://opensource.org/licenses/MIT).
1. PII data that is not publicly available (e.g., conference registration data, community health report data) is inline with NIST’s _low_ impact level:


1. “The potential impact is LOW if the loss of confidentiality, integrity, or availability could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals. A limited adverse effect means that, for example, the loss of confidentiality, integrity, or availability might (i) cause a degradation in mission capability to an extent and duration that the organization is able to perform its primary functions, but the effectiveness of the functions is noticeably reduced; (ii) result in minor damage to organizational assets; (iii) result in minor financial loss; or (iv) result in minor harm to individuals.” From: [https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-122.pdf](https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-122.pdf)
1. In response, the CHAOSS project provides operational safeguards to protect non-public PII, such that this information is:


1. Only available to specific team members. For example, only CHAOSS conference committee members are able to see private data collected via conference registrations;
1. Stored in secured locations;
1. Deleted within two months after the reason for collecting the data ceased to exist.





	Incidences concerning private information can be reported to Elizabeth Barron, CHAOSS Community Manager: elizabeth@chaoss.community.








	All CHAOSS community members who have access to PII are made aware of these procedures.




## Jurisdiction

The [CHAOSS Project](https://chaoss.community/) is a [Linux Foundation Project](https://www.linuxfoundation.org/projects/) and subject to laws in the USA and California. Data is stored, to our best ability, in the USA.

You may be subject to laws that give you rights to your own data. As an open source project, you provided your data with the understanding that your data will be public and archived for the long-term. There may be other systems where we could have your data (e.g., from conference registrations) and we are happy to remove you there, please let us know.

## Metrics and Software Policy

The CHAOSS project produces [metrics](https://chaoss.community/metrics/) and [software](https://chaoss.community/software/) with the aim of helping people and organizations gain a better understanding of the health of open source projects. This aim is articulated in the [CHAOSS Project Charter](https://chaoss.community/about/charter/) and the [About CHAOSS](https://chaoss.community/about/) page. The metrics and software produced in the CHAOSS project are intended to help improve how we understand open source projects.

All work on metrics and software is done in the open, primarily on [GitHub](https://github.com/chaoss), via [mailing lists](https://chaoss.community/participate/#user-content-mailing-list-archives), and through [in-person meetings](https://chaoss.community/participate/). This work is subject to the aforementioned Community Data Policy. The use of metrics and software by specific companies, projects, or organizations is subject to the policies of their respective settings. The CHAOSS project is not responsible for the use of the metrics or software in these specific settings.

All CHAOSS-related documentation associated with the development of metrics and software is under the [MIT License](https://opensource.org/licenses/MIT). CHAOSS software is under the respective licenses:


	Augur – [MIT License ](https://opensource.org/licenses/MIT)


	MARS  – [MIT License ](https://opensource.org/licenses/MIT)


	GrimoireLab – [GPLv3](http://www.gnu.org/licenses/gpl-3.0.en.html)


	Cregit – [GPLv3](http://www.gnu.org/licenses/gpl-3.0.en.html)




For questions about our data, metrics, and software policies and to make requests to be anonymized or removed from our data, please email Elizabeth Barron, CHAOSS Community Manager, at elizabeth@chaoss.community



            

          

      

      

    

  

    
      
          
            
  # Data Use Awareness Recommendations: Privacy and Ethics

## Introduction
This document serves people who need specific details about privacy and ethics regarding the use of CHAOSS metrics. Whether in law or contracts, privacy and ethics are critically important concerns when determining open source community health and sustainability. The CHAOSS project cannot and does not offer legal advice. However, metrics for better determining open source community health and sustainability potentially have significant impacts on individual privacy and ethics concerns. As such, developers, managers, project maintainers, and executives need to educate themselves. This document serves as a directory of resources.

## Contributing to this Document
As this document evolves and grows, we invite you to contribute information on (1) privacy and ethics concerns associated with the use of open-source software metrics and (2) any jurisdictions you are familiar with that specify the use of online trace data.  If you would like to make these or other contributions, please open a pull request as specified in our CHAOSS project contributing.md file.

## Contributors to This Document
-  Lucas Gonze
-  Matt Germonprez
-  Elizabeth Barron
-  Sean Goggins
-  Sophia Vargas

## The CHAOSS Project
The CHAOSS project develops metrics, practices, and software for making open source project health more understandable. By building open source project health metrics, CHAOSS seeks to improve the transparency and actionability of practices and systems related to open source project health so that relevant stakeholders can make more informed decisions about open source project engagement.

## Privacy

### Privacy: Confidential Data and Metrics
As open source communities become critical to the digital infrastructure upon which much of our modern world runs, insights into how open source communities function has gained increased importance. In understanding community function, online trace data (e.g., digital traces of work found in open source projects in such systems as GitHub, GitLab, Slack, IRC) has become the go-to source of information. In addition, surveys are used to gather data that may be assumed by respondents to be private.

While easily accessible, maintaining the privacy of individual contributors is a key concern. While the CHAOSS project produces metrics and tools that can help make trace data and survey responses more visible, it remains the responsibility of users of those metrics and tools to consider their privacy implications when in use.

### Privacy: Things to Consider
CHAOSS metrics are written as summaries and aggregations of metrics, though a significant amount of publicly available open source software data contains individually identifying information. Care should be taken to preserve the privacy of individuals working on open source projects. Retaining individually identifiable data securely when it is used to build metrics is a foremost concern.


	If you are collecting or aggregating data from multiple sources, it may be appropriate to create and publish your own privacy policy.


	If you are collecting information directly (i.e., not through a platform with existing privacy policies) disclose your intentions, motivations and policies regarding retention, sharing, usage, access control and protection.


	Assume accountability over the data; this includes assurance of maintenance to promote accuracy, and compliance with existing policies and regulations




### Privacy: Sensitivity Levels and Proper Handling of Personal Identifiable Information (PII)
Our general recommendation is to establish data classification and sensitivity levels that are appropriate to your project, organization and context: these could be set by community conduct guides, company policies, or local regulations.

If you’re starting from scratch, consider reviewing NIST’s guide to protecting the confidentiality of PII which provides frameworks for grouping and ranking data types and sensitivity levels.

In addition to classification, data policies should also cover data collection, retention and maintenance practices. These again should be context driven as each community establishes their own governance model and standard practices. For example, the CHAOSS community has developed our own data policy to provide transparency to our extended community around our data handling practices and expectations.

### Privacy: Published Guidance

#### Australia
- Australian Privacy Principles Guidelines

#### EU
- Federal GDPR

#### EU - Germany
- Bundesdatenschutzgesetz

#### GitHub
- Privacy Statement
- Acceptable Use Policy

#### Linux Foundation
- Telemetry Data Policy

#### UN
- Article 17 of International Covenant on Civil and Political Rights, 1966
- Data Protection and Privacy Legislation Worldwide

#### United States - California
- OPPA 2003
- CCPA 2018

#### United States - Federal
- U.S. Code § 552a
- (NIST) Guide to Protecting the Confidentiality of Personally Identifiable Information (PII)
- (NIST) What is Personally Identifiable Information (PII)?

## Ethics

### Ethics: Confidential Data and Metrics
As open source participation becomes a more diverse, equitable, and inclusive environment, it is important to remember that our community members are people. We must remember to treat each other with the dignity and respect that we would expect from others, raising the importance of ethical concerns associated with collecting online trace data.

Data ethics is focused on ‘doing the right things’ with respect to data collection, control and use. While an organization or individual may properly follow privacy guidance with respect to how data is collected and stored, it does not necessarily mean that the use of that data was ethically appropriate. CHAOSS metrics can certainly be used in ways that properly attend to PII policies and regulations but do not consider negative social impacts that may result from that use.

### Ethics: Things to Consider
CHAOSS metrics should be used with considerations of the ethical use of the associated metrics data. Such considerations include attention to (1) deanonymizing individuals, (2) proper handling and storage of data, and (3) use of metrics as weapons or to exert undue influence.

If you are collecting data, consider where you are at different stages of CHAOSS metrics. For example, consider how you (1) choose questions for surveys, (2) find appropriate data sources, (3) adhere to licensing requirements from original data sources, and (3) clearly stating the outcome of the data collection/metrics efforts.

With respect to data, considerations include published attention to (1) data collection processes, (2) data control, handling, and storage policies, (3) data reporting in ways that protect individual identities, and (4) data sharing policies.
It is also important to provide a process by which people can opt-out of data collection processes, including how to contact data owners to express desired changes in collected data pieces and policies.

### Ethics: Statement of Ethics
A community should provide an ethics statement reflecting respect for individual privacy, dignity, and agency. The value statement should make clear the aims in gathering data is to understand the health and sustainability of open source projects, and not to measure individual developer productivity (companies will do this on their own, but it’s not why we build metrics). A statement of ethics should also include  the following:
- A statement about securing personally identifiable data in any implementation of  software tools.
- A statement that acknowledges that individual companies gathering data for project health and sustainability are responsible for use of that data for metrics and measurements that focus on individual developers.
- A statement about compliance with local government policies, laws, and guidelines.
- A statement recognizing that open source communities are communities of people and that gaming or weaponizing metrics can do harm to people.

### Ethics: Published Guidance


	[Digital Privacy and Ethics: Privacy Intelligence as a Cornerstone](https://bigid.com/blog/digital-privacy-and-ethics/)


	[Ethics in Privacy and Security](https://www.onetrust.com/blog/ethics-in-privacy-and-security/)


	[Improving Digital Privacy and Security in Software](https://www.trilateralresearch.com/improving-digital-privacy-and-security-in-software/)






            

          

      

      

    

  

    
      
          
            
  The Linux Foundation

CHAOSS – Community Health Analytics Open Source Software

Project Charter (the “Charter”)

Effective: Sept 1, 2017

Last Updated: March 15, 2019

This Charter sets forth the responsibilities and procedures for technical contribution to, and oversight of, the CHAOSS – Community Health Analytics Open Source Software Project (the “Project”) within The Linux Foundation. Contributors to the Project must comply with the terms of the Charter as well as any applicable policies of The Linux Foundation.

# 1. The Project Mission

The mission of the Project is to:


	produce integrated, open source software for analyzing software development, and definition of standards and models used in that software in specific use cases;


	establish implementation-agnostic metrics for measuring community activity, contributions, and health; and


	optionally produce standardized metric exchange formats, detailed use cases, models, or recommendations to analyze specific issues in the industry/OSS world.




# 2. Governance Board


	The Governance Board (the “GB”) shall be responsible for overall oversight of the Project and coordination of the efforts of any Technical Committees and Working Groups.


	At inception of the Project, the GB voting members consists of those individuals identified on the Project website (https://chaoss.community). Following inception of the Project, the GB will implement procedures and methodologies for the selection of GB voting members from the contributing community.


	The GB will encourage transparency (e.g. publish public minutes). Committee and Working Group meetings will be open to the public, and can be conducted electronically, via teleconference, or in person.


	The GB has the authority to create Committees that may focus on code or non-code efforts to advance the Mission (such as standards, specifications, and/or architecture). The Committees of the Project are the “Software Committee,” responsible for technical oversight of inbound and outbound coding projects, and the “Metrics Committee,” responsible for the collection of technology-agnostic metrics and standards to be developed by the Project, and the GB shall provide coordination of the interrelationship between the Software and Metrics Committees.


	Working Groups are established and maintained by Project contributors to advance Project work. Working Groups focus on specific metric, methodological, ethical, and technical issues associated with open source project health.


	Roles: Committees and Working Groups involve Contributors and Maintainers:


	Contributors: anyone in the community that contributes code, documentation, use cases, standardized metrics, or other community activities related to the Project;


	Maintainers: Contributors who have the ability to commit directly to a Project’s repository and are responsive to contributions or changes from Contributors. Maintainers are listed in the README of each repository.






	Participation in the Project, including contributions to any Committee or Working Group, is open to all under the terms of this Charter.


	The GB may (1) establish work flow procedures for the submission, approval, and closure/archiving of Committees and projects of Committees, (2) set requirements for the promotion to or removal from Committee roles, as applicable, and (3) amend, adjust, refine and/or eliminate the roles as it sees fit.


	The GB shall annually elect a GB Chair and GB Co-Chair from representatives involved in either or both the Software or Metrics Committees, such that both the Software and Metrics Committees will be represented by the Co-Chairs. The Chair and Co-Chair will set the agenda and preside over meetings of the GB.





	Responsibilities: The GB shall also be responsible for:


	coordinating the direction of the Project;


	establishing any project policies, including for the addition and removal of Maintainers and documenting any requirements for official project releases (Software or Metrics);


	approving project or system proposals (including, but not limited to, incubation, deprecation, and changes to a project’s charter or scope);


	establish policies related to intellectual property;


	creating Committees to focus on cross-project issues and requirements;


	facilitating communication and collaboration among Committees;


	communicating with external and industry organizations concerning Project matters;


	appointing representatives to work with other open source or open standards communities;


	establishing community norms, workflows, or policies including processes for contributing (to be published on the Project web site), issuing releases, and security issue reporting policies;


	discussing, seeking consensus, and where necessary, voting on matters relating to metrics or the code base that affect multiple projects; and


	coordinate any marketing, events, or communications with The Linux Foundation.








# 3. GB Voting


	While it is the goal of the Project to operate as a consensus based community, if any GB or Committee decision requires a vote to move forward, the respective voting members shall vote on a one vote per voting member basis.


	Quorum for GB and Committee meetings requires two-thirds of all voting members of the GB or a Committee, as applicable. The GB or any Committee may continue to meet if quorum is not met, but are prevented from making any decisions at the meeting. If quorum is not met, a second meeting with the same agenda can be called after two weeks to which quorum will become 1/2 of all voting members.


	Except as provided in Section 8.b(iv) and 9.a, decisions by vote at a meeting shall require a majority vote of those in attendance, provided quorum is met. Decisions made by electronic vote without a meeting shall require a majority of all voting members of the GB or a Committee, as applicable.


	In the event a vote cannot be resolved within a Committee, the GB may decide the matter. In the event that any vote cannot be resolved by the GB, any voting member on the GB is entitled to refer the matter to The Linux Foundation for assistance in reaching a decision.




#  4. Antitrust Guidelines


	All participants in the Project must abide by The Linux Foundation Antitrust Policy available at <http://www.linuxfoundation.org/antitrust-policy>.


	All participants should encourage open participation from any organization able to meet the participation requirements, regardless of competitive interests. Put another way, the community may not seek to exclude any participant based on any criteria, requirements, or reasons other than those that are reasonable and applied on a non-discriminatory basis to all participants.




# 5. Code of Conduct


	The GB may adopt a fair, reasonable, and non-discriminatory Project code-of-conduct, with approval from The Linux Foundation as outlined below.


	The Project will operate in a transparent, open, collaborative, and ethical manner at all times.


	The output of all Project discussions, proposals, timelines, decisions, and status will be made open and easily visible to all.


	The current Project code of conduct can be found at (https://chaoss.community/about/code-of-conduct/).




# 6. Budget and Funding


	The GB will coordinate any budget or funding needs with The Linux Foundation. Organizations participating may be solicited to sponsor Project activities and infrastructure needs on a voluntary basis.


	The Project will not raise any funds and will be supported on a volunteer basis by the Project participants.


	Under no circumstances will The Linux Foundation be expected or required to undertake any action on behalf of the Project that is inconsistent with the tax-exempt purpose of The Linux Foundation.




# 7. General Rules and Operations

The Project should:


	engage in the work of the project in a professional manner consistent with maintaining a cohesive community, while also maintaining the goodwill and esteem of The Linux Foundation in the open source software community;


	respect the rights of all trademark owners, including any branding and usage guidelines;


	engage The Linux Foundation for all Project press and analyst relations activities;


	upon request, provide information regarding Project participation, including information regarding attendance at Project-sponsored events, to The Linux Foundation; and


	coordinate with The Linux Foundation in relation to any websites created directly for the Project.




# 8. Intellectual Property Policy


	The Project seeks to integrate and contribute back to other open source projects within the mission set forth in Section 1 above. The Project also seeks to assure that relevant patentable innovations are made available without the need for any patent licenses. Based on this goal for the Project, the development community will:


	conform to all license requirements of the open source projects leveraged by the Project (such projects, collectively, “Upstream Projects”); and


	maximize opportunities for compatibility with other projects that might be leveraged by the Project.






	Except as described in Section 8.c, all code contributions to the Project are subject to the following:


	All new inbound code contributions must be accompanied by a Developer Certificate of Origin sign-off ([http://developercertificate.org)](http://developercertificate.org)


	All contributions of code will be received and made available under the GNU General Public License, Version 2 or later, or Version 3 or later.


	All contributions to implementation-agnostic metrics and standards, including associated scripts, SQL statements, and documentation, will be received and made available under the MIT License (https://opensource.org/licenses/MIT).


	The GB may approve the use of an alternative license for inbound or outbound contributions on an exception basis. Exceptions require a two-thirds approval of the entire GB.






	Upstream Project code contributions not stored within the Project’s main code repository must comply with the contribution process and license terms for the applicable Upstream Project


	The Project may engage The Linux Foundation to determine the availability of, and register, trademarks, service marks, which shall be owned by The Linux Foundation. Any Project-related domain names and trademarks will be owned by The Linux Foundation and any pre-existing Project-related domain names or trademarks shall be transferred to The Linux Foundation for use by the Project.




# 9. Amendments


	This charter may be amended by a two-thirds vote of the entire GB, subject to approval by The Linux Foundation to ensure the amendment is in-line with non-profit requirements and open source principles.






            

          

      

      

    

  

    
      
          
            
  # CHAOSS Social Media Guidelines

## CHAOSS Social Media Operations Guide
by John Lawrence

https://docs.google.com/presentation/d/154DYEPAX5Orpkeamew1eI41MyKB3l9e4tYhV7tn0DW0/edit

## Social Media Operatives

This file is used to document who the current maintainers/account managers are for CHAOSS social media accounts.  Members of the project may request access (by issue, pull request, or email); and upon approval will be listed in this readme.

As of August 1, 2019, members with Twitter account access include:
- [Sean Goggins](https://twitter.com/sociallycompute)
- [Jesus M. Gonzalez-Barahona](https://twitter.com/jgbarah)
- [Georg Link](https://twitter.com/GeorgLink)
- [Kevin Lumbard](https://twitter.com/Paper_Monkeys)
- [Andy Leak](https://twitter.com/akleak)

As of August 1, 2019, members with YouTube account access include:
- Georg Link
- Kevin Lumbard
- Matt Germonprez
- Sean Goggins
- Jesus M. Gonzalez-Barahona

## Social Media Statistics

We also track social media metrics on a monthly basis using this Google Spreadsheet: https://docs.google.com/spreadsheets/d/1FvcRGcSgdexVIP9O_mdT8GFXfZnsQ7lbar4g1NsXkXY/edit#gid=0 .  If you are interested in contributing to this, please click on the link and request access.



            

          

      

      

    

  _static/plus.png





nav.xhtml

    
      Table of Contents


      
        		
          Welcome to Read the Docs
        


      


    
  

_static/file.png





_static/minus.png





